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) VORWORT

KI-REGULIERUNG IST EIN ERNSTES THEMA,

und dieses Playbook eine ernsthafte Publikation: Ihr Ziel ist es, das Verstandnis relevanter Gru-
ndlagen der Kl-Verordnung mit plakativen Bildern zu férdern. Warum Ist dies Uberhaupt not-
wendig? Reicht es nicht, wenn Juristen* die KI-Verordnung verstehen? Wenn sie das Recht der
Kl mittels Gesetzestext und Prifungsschemata erlernen, vermitteln und anwenden?

Nein! Kl betrifft jeden, nicht nur Juristen. Und der EU Al Act ist das zentrale Instrument, um
Vertrauen der Gesellschaft in die verantwortungsvolle Nutzung von Kl zu schaffen. Doch was
nutzt die beste Regulierung, wenn sie nur von wenigen verstanden wird? Wenn sie fur viele
andere so komplex und abstrakt erscheint, dass sie eher irritiert, als Vertrauen zu férdern?

Eine knifflige Situation: Um Rechtssicherheit zu ermoglichen, muss die Kl-Verordnung etablier-
ten juristischen Regeln folgen. Sie muss dabei die hohe Dynamik der Kl aufgreifen und in
ebenso flexible wie dauerhaft glltige Regeln packen. Keine einfache Herausforderung.

Insofern sei an dieser Stelle betont:

» Die KI-Verordnung ist juristisch sehr gut strukturiert.

= Sie wagt fair zwischen Chancen und Risiken von Kl ab.

= Sie hat das Potenzial, die EU in eine sichere KlI-Zukunft zu fuhren.

Tatsache ist jedoch auch, dass Unternehmen, Behorden und deren Mitarbeiter verstehen mus-
sen, was sie zu beachten haben, welche Pflichten und Rechte sie besitzen. Die Anwender
wollen wiederum verstehen, weshalb sie Kl innerhalb der EU vertrauen konnen.

Hier setzt das Playbook an: Es nutzt plakative Methoden zur Erklarung der Kl-Verordnung. Sie
wirken spielerisch — doch im Hinblick auf die Zielsetzung sind sie ernsthaft.

Insofern mochte dieses Playbook dazu beitragen, die Kl-Verordnung nicht nur
verstandlicher, sondern Kl insgesamt vertrauenswiurdiger zu machen.

* Aus Grunden besserer Lesbarkeit wird die mannliche Form verwendet. Die weibliche Form ist selbstverstandlich immer mit eingeschlossen.

Oliver M. Merx

Rechtsassessor & Informatiker
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DIE KI-VERORDNUNG SPIELERISCH EINPRAGEN

Der EU Al Act ist das Herz des Kl-Rechts. |hn
zu verstehen und souveran anzuwenden, er-
fordert Rechtskenntnisse als auch ein Grund-
verstandnis von Kunstlicher Intelligenz.

So ist bereits die zentrale Frage, was ein Kl-
System ist, nicht immer leicht zu beantwor-
ten. Ahnlich ist es bei der Unterscheidung
des Quasi-Anbieters und des so genannten
nachgelagerten Anbieters: Beide Rollen sind
wichtig, klingen ahnlich, meinen aber etwas
ganz anderes.

Doch was ist der Unterschied?

Diese und weitere Aspekte werden meist von
Juristen mit trockenen rechtlichen Mitteln er-
klart: Mit dem Gesetzestext, abstrakten Kiri-
terien und Prifungsschemata. Trotz fachlich-
er Richtigkeit bleiben bei diesem Ansatz allzu
oft wichtige Fragen ungeklart.

Das Playbook erganzt den klassischen jurist-
ischen Ansatz. Unter Verwendung aner-
kannter Lernmethoden hilft es dabei, die ab-
strakten Normen des EU Al Acts zu uber-
winden und KI-Themen im rechtlichen Kon-
text plakativ einzuordnen. Und dies weitge-
hend ohne Verwendung von Fachbegriffen.

Erst am Ende verweist das Playbook auf
Inhalte und Randnummern des dazugeho-
rigen Skripts: Grundwissen-KI-Recht. Bevor
man darin vertieft, welche Symbole und Be-
griffe mit welchen Normen des EU Al Acts
zusammenspielen, kann und sollte man erst
einmal nur den Text des Playbooks lesen —
und sich dessen Gleichnisse einpragen.

Im Zentrum des Playbooks steht namlich eine
Symbolsprache: Um Fragen von Kl und des
Kl-Rechts zu kléren, miussen Juristen, Mana-
ger, Techniker und Anwender haufig einen in-
terdisziplinaren Informationsaustausch voll-
ziehen. Jeder nutzt dabei eine eigene Fach-
sprache. In internationalen Projekten kom-
men unterschiedliche Fremdsprachen hinzu.

Diese anspruchsvolle Kommunikation mit an-
schaulichen Mitteln und Methoden zu unter-
stutzen, ist ein zentrales Anliegen des Play-
books. Insofern richtet es sich an jeden, der
den EU Al Act in Grundzugen verstehen will
oder operativ umsetzen muss.

Beginnen wir nun die Journey des Play-
books. Die 15 Kl-Protagonisten und ihr
Zusammenspiel werden in den folgenden
acht Stationen erlautert:


http://www.grundwissen-ki-recht.de/
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) 1. METHODE

LERNEN WIE GEDACHTNISWELTMEISTER

Die mehrfache Gedachtnisweltmeisterin Chri-
stiane Stenger verwendet ausgefeilte Mne-
motechniken, um sich grol’e Mengen abstra-
kter Information einzupragen.

lhre Methode ist einfach, aber effektiv:

= Emotionalisieren von Einzelinformationen
= Verbindung der Inhalte zu Geschichten
= Umwandeln, Abspeichern und Abrufen

Komplexe Informationen werden von ihr in
fantasievolle Bilder Ubersetzt. Die Bilder wer-
den in einzigartiger Weise in (lustige) Geschi-
chten verwandelt. Mittels emotionaler Kodier-
ung und Vernetzung lassen sich Inhalte ver-
stehen, speichern und wieder reaktivieren.

Repetitoren nutzen seit jeher diese Technik,
um abstraktes Recht anschaulich und ein-
pragsam zu machen. So ist das ,Brust-
geschaft® ein Gleichnis fur das Insich-
geschéft i.S.v. § 181 BGB. Oder die ,Nutella-
Theorie® eine Eselsbrucke fur die formelle
Enteignung (Art. 14 Il GG): ,Nur wo Enteig-
nung drauf steht, ist auch Enteignung drin®.
Die Liste liel3e sich beliebig fortsetzen.

Vor diesem Hintergrund wird das Kl-System
in diesem Playbook zu einem maschinellen
Ei, GPAI-Modelle werden zu bunten Korallen,
Daten zu Perlenketten und verbotene Kl-Pra-
ktiken zu einem T-Rex.

Das Playbook greift die Technik der Emo-
tionalisierung und der spielerischen Vernet-
zung auf, um abstrakte Information erlebbar
zu machen: Durch Symbole, Figuren und kur-
ze, aber letztlich seriose Geschichten.

Wer so lernt, merkt sich nicht nur Worte — viel
mehr kann man komplexe Inhalte und Zusa-
mmenhange innerlich in Sekundenschnelle
abrufen, wenn sie in einer Prufung oder in
der Praxis gebraucht werden.

Techniken wie die von Christiane Stenger,
sind sehr wirksam. Sie werden in diesem
Playbook durch eine weitere, insbesondere in
der digitalen Wirtschaft weit verbreitete Me-
thode erganzt:

Gemeint ist das ,,seriose Spielen“ mit den
Produkten unserer Kindheit ...

Mehr zu Christiane Stenger unter: https://www.instagram.com/christiane_stenger
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) 1. METHODE

SERIOUS PLAY - MEHR ALS BUNTE FIGUREN

LEGO hat es weltbekannt gemacht: Das so
genannte ,Serious Play“. Hochqualifizierte
Experten von Konzernen, Organisationen
oder Start-Ups befinden sich dabei in einem
Raum. Mit bunten LEGO-Steinen oder Figu-
ren von playmobil pro basteln sie disruptive
Lésungen — und bezahlen fir Workshops ob-
endrein noch viel Geld.

Nicht ohne Grund: Hinter der spielerischen
Fassade steckt ein ausgefeiltes Format zur
Losung komplexer Probleme. Insbesondere
solche, die sich nicht allein mit Folien, Tabel-
len oder Paragraphen I6sen lassen.

Speziell in der virtuellen Welt entfaltet seri-
Oses Spielen seine grol3e Starke: Physische
Bausteine durchbrechen die Abstraktion, und
Spal} reduziert die Kontakthirden in Teams.

Die Methode ermdglicht einfache, aber an-
schauliche Konzepte. Aus ihnen entstehen
Geschichten. Diese entwickeln sich zu Lo-
sungen, die auf interdisziplindren Sichtwei-
sen und Fachkenntnissen beruhen.

Nicht anders beim Recht der KI: Um regu-
latorische Aspekte beurteilen zu konnen,
muss erst einmal klar sein, worum es geht:
Wann ist eine Software ein KI-System oder
KI-Modell? Wann ein Service ein GPAI-Mo-
dell — oder ein GPAI-System?

Erst wenn ahnlich klingende Begriffe sicher
abgegrenzt werden koénnen, kommt es im
Rahmen komplexer Kl-Wertschopfungsket-
ten zur Anwendung der passenden Normen.

Das Playbook knupft bewusst an das seriose
Spielen an. Dabei verwendet es eine eigene
Symbolwelt mit maschinellen Uberraschu-
ngs-Eiern, Korallen, Perlen, Schmuckkast-
chen, Hutchen und sogar Kieselsteinen.

Symbole und Geschichten helfen nachge-
wiesener Weise, um Abstraktes greifbar
zu machen. Sie eroffnen einen Raum, in
dem Juristen, Techniker, Manager und
Nutzer eine gemeinsame Symbolsprache
nutzen konnen, um Ki erfolgreich einzu-
setzen und das KI-Recht zu meistern.

Mehr zu LEGO Serious Play unter: https://de.wikipedia.org/wiki/Lego_Serious_Play
Mehr zu playmobil pro unter: https://pro.playmobil.com


https://de.wikipedia.org/wiki/Lego_Serious_Play
https://pro.playmobil.com/
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SPIEL UND RECHTLICHE INHALTE VERBINDEN

Egal ob gedruckt oder digital: Sprache bleibt
das Fundament juristischer Arbeit. Als Jurist
muss man Gesetze, Kommentare und Recht-
sprechung kennen, lesen und durcharbeiten.
Nicht anders ist es beim EU Al Act.

Das Spielen ersetzt nicht das klassische
juristische Handwerk! Doch KI ist abstrakt
und intransparent: Selbst Experten aus IT
und Technik tun sich mitunter schwer, Ki
eindeutig zu definieren oder ihre Wirkweise
transparent zu machen. Die KI-Verordnung
macht es nicht einfacher, denn sie bestimmt
aus rechtlicher Sicht, was Kl ist — oder nicht.

Hier setzt das Playbook an. Es erganzt das
auf dem Bild dargestellte Skript Grund-
wissen Kl-Recht: Es erlautert rechtliche As-
pekte im Detail. Das Playbook hilft, die ju-
ristischen Inhalte in anschauliche Bilder, Me-
taphern und Eselsbricken zu Ubersetzen.

Kl- und KI-Recht werden so ,begreifbar:

= Verstehen durch Bild & Sprache
= Behalten durch Erinnerungstechniken
= Gestalten durch Rechtstext und Playbook

Die Verbindung von Skript und Playbook er-
modglicht ein agiles rechtliches Verstehen,
das Uber bloRes Wiederholen hinausgeht:
Die Inhalte bleiben juristisch prazise, werden
aber erlebbar und einpragsam.

Das ist wichtig. KI-Systeme sind keine physi-
schen Maschinen: Sie bestehen aus virtuel-
len Komponenten: Aus Interaktionsschnittste-
llen, KI-Modellen und System-Daten. Sie er-
halten Inputs und generieren Outputs.

Doch wo fangt das eine an und wo hort das
andere auf? Die Kl-Verordnung erfordert eine
genaue Differenzierung. Sie enthalt Gber 60
Definitionen. Die Wichtigsten zu versinnbil-
dlichen und ihr Zusammenspiel plakativ zu
verdeutlichen, ist das primare Ziel des vor-
liegenden EU Al Act Playbooks!

Und dann, wenn zentrale Definitionen des
EU Al Acts ,sitzen®, erschliel3t sich auch die
hohe Qualitat der Kl-Verordnung!

Die Kl-Verordnung ist gut, aber komplex.
Gerade deshalb sollte man sie (zusatzlich)
spielerisch erkunden und vertiefen!

Mehr zum Grundwissen-Skript unter: http://www.grundwissen-ki-recht.de



http://www.grundwissen-ki-recht.de/
http://www.grundwissen-ki-recht.de/
http://www.grundwissen-ki-recht.de/
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SKRIPT & PLAYBOOK

Die Methode noch einmal mit anderen Wor-
ten: Das Skript Grundwissen Kl-Recht bil-
det das juristische Fundament: Es bietet ex-
akte Definitionen, Prifungsablaufe, Ubersi-
chten und Verweise auf Artikel des EU Al
Acts sowie weiterer Gesetze.

Es liefert das rechtliche Handwerkszeug, das
fur die Fallprifung in Ausbildung und erst
recht in der Praxis unverzichtbar ist. Die
rechtlichen Details werden dabei von der lo-
gischen linken Gehirnhalfte verarbeitet.

Das Playbook Ubersetzt wichtige Inhalte des
EU Al Acts in pragnante Symbole, Figuren
und Szenen. Es emotionalisiert und konkre-
tisiert, wo das Skript abstrakt bleibt. Es er-
moglicht den Einstieg in eine komplexe Ma-
terie und schafft Uberblick. Es stimuliert auf
spielerische Art die kreative rechte Gehirn-
halfte.

So entsteht ein Zusammenspiel von Spiel
und Logik, das ein Begreifen und Anwen-
den der Kl-Verordnung sowie das Gestal-
ten rechtskonformer Kl vereinfacht.

Gleich geht es los!


http://www.grundwissen-ki-recht.de/
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MERKEN WIR UNS ZU STATION EINS - DER METHODE:

@ DIESES PLAYBOOK ERGANZT DAS SKRIPT ,,GRUNDWISSEN KI-RECHT*“ — ES UNTERSTUTZT PRIMAR DESSEN VERSTANDNIS!

@ KLASSISCHE JURISTISCHE METHODEN SIND NACH WIE VOR UNVERZICHTBAR - SIE STOSSEN ABER BEI KI AN GRENZEN.

@ MNEMOTECHNIKEN HELFEN DABEI, ABSTRAKTE BEGRIFFE WIE ,,GPAI-MODELL“ ODER ,,QUASI-ANBIETER“ EINPRAGSAM ZU MACHEN.
@ SERIOSES SPIELEN HILFT, DAS KOMPLEXE ZUSAMMENSPIEL VON KI-TYPEN, RISIKEN UND AKTEUREN ZU DURCHDRINGEN.

@ DAS SKRIPT ,,GRUNDWISSEN KI-RECHT*“ UND DAS PLAYBOOK SPRECHEN DAS GEHIRN AUF UNTERSCHIEDLICHE WEISE AN.

NUN GEHT ES WEITER MIT STATION ZWEI: DEM KI-SYSTEM

11






() 2. KI-SYSTEM

DAS KI-SYSTEM: EIN MASCHINELLES EI

Das KI-System ist der zentrale Dreh- und
Angelpunkt der Kl-Verordnung. Ein maschi-
nelles Ei hilft uns dabei, die vielen Kriterien
und rechtlichen Besonderheiten von KI-Sys-
temen zu erkennen und zu bestimmen - in
doppelter Hinsicht, denn in diesem und dem
nachfolgenden Kapitel wird dargestellt:

= Was ein KI-System im Positiven ist.
= Und was es im Negativen nicht ist.

Das negative Ausschlussverfahren hilft oft
schneller weiter als die positive Bestimmung.
Gerade dann, wenn es Unklarheiten gibt.

Ein Beispiel: Stellen wir uns vor, dass der
Haustlrschlissel weg ist. Beginnen wir im
ersten Schritt mit der negativen Prifung.

Uberlegen wir zuerst, wo der Schliissel mit
hoher Wahrscheinlichkeit nicht verloren ging:

= Nicht in der Wohnung. Also hat man ihn
woanders verloren.

= Nicht im Buro. Denn dies hat man mit dem
Schlisselbund abgeschlossen.

= Nicht im Auto. Man ist namlich zu Ful® un-
terwegs gewesen ... efc.

Durch negative Abgrenzung schrankt man
eine Suche oder die Bestimmung von Dingen
haufig rasch und effektiv ein.

Ohne die negative Abgrenzung koénnte die
Bestimmung von KI-Systemen langwierig und
ungerichtet verlaufen. Daflr kann die Kom-
bination von negativer Ausgrenzung und
positiver Bestimmung helfen, das rechtlich
Wesentliche von KI-Systemen zu erfassen.

Und um die doppelte Bestimmung im Sinne
der Kl-Verordnung zu ermdglichen, ist das
KI-System ein maschinelles Ei.

Im Folgenden wird daher nicht nur verdeut-
licht, welche positiven Merkmale das Ei hat:
Es wird auch optisch klar erkennbar abgrenzt
vom KI-Modell. Dessen Name klingt ahnlich,
hat aber eine ganz andere Funktion und be-
sitzt deshalb auch ein ganz anderes Symbol.

Merken wir uns: Das KI-System im Sinne
der Kl-Verordnung ist ein maschinelles Ei!

Kurz und knapp:
Kl-System = Ei

13
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ABGRENZUNG VON KI-SYSTEM UND PRODUKT

KI-Systeme und Produkte sind zwei verschie-
dene Dinge. Maschinelle Eier kénnen in ungl-
aublich vielen Produkten stecken: Einem Herz-
schrittmacher, einem Stromzahler oder einem
Spielzeug. Selbst Software féllt nach der neuen
Produkthaftungsrichtlinie der EU unter die Pro-
dukte. Ist das maschinelle Ei in ein Produkt in-
tegriert, spricht man von ,Embedded Al".

Oft unterliegen Produkte zusatzlichen Vorschri-
ften: So muss Spielzeug auch ohne KI fir Kin-
der sicher und ungefahrlich sein. Daher muss
der Hersteller der Puppe, die ein KI-System
enthalt, die Vorschriften beachten, die fur Spiel-
zeug im allgemeinen gelten. Zusatzlich muss
das darin integrierte KI-System dem EU Al Act
entsprechen. Dabei kommt es zur Uberlage-
rung von Vorschriften und Zustandigkeiten.
Diese werden zukunftig harmonisiert — u.a. bei
kritischer Infrastruktur, Autos, medizinischen
Produkten und dem erwahnten Spielzeug.

Die ubergreifende Regulierung ist sinnvoll! Wi-
chtig ist namlich fur Kinder und Eltern, dass
beides sicher ist: Das Spielzeug als solches
und ebenso das darin integrierte KI-System.

Ein KI-System bleibt aber ein KI-System. Egal,
ob man es in ein Produkt integriert oder nicht.

Es zeichnet sich in allen Varianten durch Ei-
genschaften aus, die im Sinne der Kl-Verord-
nung zu beachten sind:

» Es ist eine Maschine, die mit ihrer Umge-
bung interagieren kann — egal, ob diese ein
Mensch, eine Puppe oder eine Software ist.

= Erhalt das magische Ei eine Information als
Input, leitet es den Output eigenstandig aus
Daten ab. Insofern ist es auch oft ein Uber-
raschungsei.

= Niemand weil3 ganz genau, welchen Output
das Ei produziert. Selbst das Ei weil es oft
nicht. Das macht Kl schwer berechenbar.

» Einige KI-Systeme sind lernfahig. Dann sam-
meln sie Daten, um bessere Ergebnisse zu
ermaoglichen. Aber das ist nicht zwingend.

Merken wir uns: Das Ei im Sinne der Kl-Ver-
ordnung ist eine Maschine, die mit der Um-
welt interagiert! Kann sie nicht interagieren
oder agiert sie nicht maschinell, dann ist es
auch kein KI-System im rechtlichen Sinne.
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VERTRAUEN IN KI: DAS WICHTIGSTE ZIEL

Die vorherigen Beispiele haben verdeutlicht,
wie unterschiedlich KI-Systeme eingesetzt
werden konnen. Je nach Einsatzgebiet sind
damit auch Chancen und Risiken unter-
schiedlich zu bewerten.

KI-Nutzer und die von der KI-Nutzung Be-
troffenen sollen sich stets darauf verlassen
kénnen, dass Kl-Systeme vertrauenswdurdig
sind und verantwortungsvoll verwendet wer-
den. Daher enthalt die Kl-Verordnung ver-
schiedene Risiko-Klassen.

Das bedeutet u.a., dass KI-Systeme, die un-
zumutbar gefahrlich sind, gar nicht erst auf
dem Markt angeboten und genutzt werden
durfen. Daher sind z.B. Spielzeuge verboten,
die Kinder mittels KI manipulieren kdnnten.

Man muss jedoch ganz genau hinschauen:

= Manche KI-Systeme wirken auf den ersten
Blick harmlos. So sind die kleinen Végel
besonders niedlich, aber gerade sie kon-
nten kleine Kinder manipulieren.

= Anders hingegen die Schlange. Sie 10st
wie von selbst bei vielen Menschen Unbe-
hagen aus. Dabei ist sie oft ganz harmlos
und sogar das Symbol der Medizin!

Der erste Anschein kann trigen. Doch damit
nicht genug: Risiken entstehen namlich nicht
nur durch ,bose“ Kl, sondern haufig durch
komplexe, intransparente oder falsch einge-
setzte K.

Gerade in der Bedienung liegt oft das grofite
Problem: Wer will es einer nutzlichen Biene
verubeln, dass sie zusticht, wenn man sie
argert. Daher ist die Schulung von Mensch-
en, die mit Kl arbeiten, eine der ganz wicht-
igen Aspekte der Kl-Verordnung: Kl will und
muss kompetent bedient werden!

Durch die Vermittlung von KI-Kompetenz sind
Anwender in der Lage, Kl richtig einzusetzen
und auch ihre Risiken besser abzuschatzen.

Das gilt aber nicht unbegrenzt, denn wie sich
ein KI-System unter welchen Umstanden ver-
halt, und was sich in einem KI-System befin-
det, ist ,von auRen“ kaum zu beurteilen. Das
liegt u.a. daran, dass KI-Systeme viele Kom-
ponenten enthalten, die interagieren — daru-
nter auch weitere KI-Systeme.

Um das Zusammenspiel zu verdeutlichen,
werfen wir nun einen Blick auf das Matrjo-
schka-Prinzip von KI-Systemen.
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DAS MATRJOSCHKA-PRINZIP: EI'IN EI IN El ...

Um verschachtelte Architekturen von Kl-Systemen
erahnen zu konnen, hilft der Blick ins Innere eines
KI-Systems weiter.

Dabei stoRen wir auf ein interessantes Phanomen:
KI-Systeme kdnnen andere KI-Systeme in sich in-
tegrieren. Ein maschinelles Ei kann also seinerseits
viele weitere Eier enthalten, die ihrerseits KI-Sys-
teme enthalten: So ahnlich wie Matrjoschka-Pup-
pen sind die Kl-Eier dann ineinander verschachtelt.

Bildlich gesprochen: Ein Eiim Eiim Ei.

Dann wird es anspruchsvoll, denn jedes KI-System
ist im Rahmen komplexer KI-Wertschopfungsketten
normalerweise separat zu bewerten. Zusammen er-
geben sie jedoch ein neues Ganzes, das als Ge-
samtheit mit allen integrierten Komponenten den
Anforderungen des EU Al Acts gerecht werden
muss. Das ist komplex — aber Realitat und wichtig!

So kann z.B. ein medizinisches Ei aus einem Spra-
chmodell mit speziellem Wérterbuch, einer Bild-KI,
einer Diagnose-KI und weiteren Komponenten be-

stehen. Und jede dieser Komponenten kann seiner-
seits weitere KI-Systeme enthalten. Das ist von
Vorteil, denn so kénnen auf modulare Art beson-
ders leistungsfahige KI-Systeme entstehen.

Wichtig ist deshalb, dass man im Rahmen einer KI-
Wertschdpfungskette mit vielen Komponenten den
Uberblick behélt ...

Schauen wir uns deshalb das Ei noch etwas
genauer an. Es hat namlich drei Facher, die den
Uberblick der Komponenten vereinfachen.
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DREI FACHER FUR KOMPONENTEN

Viele KI-Systeme sind arbeitsteilig organisie-
rt. Dafur besitzen sie drei Facher:

= Das oberste dient der Interaktion mit der
Umwelt: Das Ei muss Information als Input
erhalten kénnen und als Output wieder
ausgeben koénnen, um die Umwelt zu ge-
stalten. Beispiele waren eine Tastatur, ein
Mikrophon, ein Joystick oder ein Sensor.

= Das mittlere Fach enthalt die autonome
Intelligenz. Sie steckt im Kl-Modell: Einer
Art Gehirn. Es enthélt eine grofle Menge
trainierter Daten, die tief im Inneren des
Modells gespeichert sind. Mit dem Modell-
wissen kann ein generatives KI-System
wie ein Chatbot bereits viele Fragen selb-
standig beantworten — ohne weitere Daten.

= Aber: Nach dem Ende des Trainierens ist
das KI-Modell nicht immer auf dem neu-
esten Stand. Daher kdnnte es glauben,
dass Angela Merkel nach wie vor Kanzler
ist. Um aktuell zu sein und zu bleiben,
kann das untere Fach z.B. Echtzeit-Su-
chen durchfiihren oder Fachdaten enthal-
ten und speichern. Darunter auch Nutzer-
daten oder einen Sessionspeicher.

Die Differenzierung der drei Facher ist u.a.
aus Datenschutzgrinden von Bedeutung: Es
macht einen grof3en Unterschied, ob Nutzer-
daten im zweiten oder dritten Fach landen.
Werden sie im Kl-Modell gespeichert, sind
sie oft nur unter groRen Aufwanden wieder
entfernbar. Werden sie in einer Datenbank
gespeichert, reicht in vielen Fallen ein ein-
facher Klick, um sie zu lI6schen.

Auf das unterste Fach kommen wir spater
noch genauer zu sprechen. Schauen wir uns
daher erst einmal das mittlere Fach genauer
an: Dort entdecken wir gleich zwei untersch-
iedliche Formen integrierter Intelligenz:

= Ganz links: Die Intelligenz kann aus einem
integrierten KI-System kommen (Ei in Ei).

» Sie kann aber auch direkt aus einem Kil-
Modell kommen (rechte Seite). Die Kl-Ver-
ordnung differenziert mehrere Modell-Va-
rianten, die man unterscheiden muss.

Das so genannte ,,GPAI-Modell“ (die bun-
te Koralle mitte/ rechts) ist besonders wic-
htig. Es wurde im EU Al Act genauer ge-
regelt! Dazu nun mehr in Station drei.
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MERKEN WIR UNS ZU STATION ZWEI - DEN KI-SYSTEMEN:

@ ZENTRALES ZIEL DER KI-VERORDNUNG IST DIE SCHAFFUNG VON VERTRAUEN IN KI-SYSTEME - EGAL WELCHER ART.

@ EIN KI-SYSTEM KANN IN EINEM PRODUKT STECKEN ODER SELBST EIN PRODUKT SEIN. SO ODER SO: ES UNTERLIEGT DEM EU Al ACT!
@ KI-SYSTEME KONNEN KI-SYSTEME ENTHALTEN — WIE BEI MATRJOSCHKA-PUPPEN. DAS MACHT DIE BEWERTUNG ANSPRUCHSVOLL.
@ EIN KI-SYSTEM IST EINE MASCHINE. SIE BRAUCHT INPUT, VERARBEITET IHN SELBSTSTANDIG UND ERZEUGT EINEN OUTPUT.

@ DAS MASCHINELLE EI HAT DREI FACHER: FUR DIE INTERAKTION MIT DER UMWELT. FUR DIE INTELLIGENZ. UND FUR WEITERE DATEN.

NUN GEHT ES WEITER MIT STATION DREI: DEM GPAI-MODELL
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Wenn das KI-System ein maschinelles Ei ist,
dann ist das GPAI-Modell eine bunte leben-
dige Koralle: Ein kleines Okosystem.

Die Koralle ist das vielseitige intelligente Ge-
hirn (generativer) KI-Systeme: Sie ist das,
was denkt und Inhalte erzeugt: Texte, Bilder,
Audio-Files oder tauschend echte Videos.

,GPAI* steht fur ,General Purpose Al“: Das
ist die Bezeichnung fur ein ,KI-Modell mit all-
gemeinem Verwendungszweck®. Diese beso-
nders leistungsfahige Variante eines Kl-Mo-
dells wird in der Kl-Verordnung als einzige
genauer definiert und geregelt.

Nicht definiert ist dafir das deutlich kleinere
und spezialisiertere Kl-Modell. Es ist im Ver-
gleich zur Koralle ein Polyp: Das einzelne,
winzige Tierchen, aus dem die Koralle und
letztlich sogar ein grol3es Korallenriff besteht.

Und so wird auch klar, wie Polyp und Koralle
zusammenspielen: Ein Polyp kann mit der
Zeit immer grof3er, verzweigter, eigenstan-
diger, vielseitiger werden. Dann wird ein Po-
lyp zur Koralle. Und auch die Koralle kann
weiter wachsen: Zu einem Korallenriff!

Ein Korallenriff ist schon, aber nicht unge-
fahrlich. Deshalb widmet ihm der EU Al Act
eigene Regeln: Es sind Auflagen fir ,GPAI-
Modelle mit systemischen Risiken®.

Fassen wir kurz zusammen:
1. Einfaches KI-Modell = Polyp
2. Vielseitiges GPAI-Modell = Koralle

3. GPAI-Modell mit systemischen Risiken =
Korallenriff

Alle drei sind keine KI-Systeme: Sie sind wie
ein Gehirn ohne Korper und eigene Sinne.
Ihnen fehlt das oberste Fach des machinellen
Ei's. Ihr Platz ist dessen mittleres Fach. Und
von dort aus machen sie das Ei intelligent.

Nun noch einmal: Polypen werden von der
Kl-Verordnung nicht definiert und kaum ger-
egelt. Anders bei Korallen und Korallenriffen.
Fur sie gibt es besondere Vorschriften. Dazu
gleich mehr.

Merken wir uns erst einmal das Bild, das
die generative Intelligenz symbolisiert:
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Die Koralle ist erst spat im EU Al Act aufgenom-
men worden. Nach dem Aha-Effekt — als ChatGPT
veroffentlicht wurde: Viele Vorschriften der Kl-Ver-
ordnung sind Uberwiegend oder ausschlie3lich mit
dem GPAI-Modell verbunden. Nicht ohne Grund!

Es ist der Motor des GPAI-Systems. Das ist ein
ganz besonderes leistungsfahiges Kl-System:

= Sein Gehirn ist kein kleiner spezialisierter
Polyp, sondern die grof3e vielseitige Koralle.

» Das Ei des GPAI-Systems ist daher ebenso
bunt wie die Koralle. Wie ein Regenbogen.

» Die vielen Farben reprasentieren die Vielsei-
tigkeit des GPAI-Systems: Es kann viele
Aufgaben mit hoher Kompetenz erledigen.

Wir werden noch sehen, wie sinnvoll es ist, die
verschiedenen Eier-Typen sowie die darin befind-
lichen Polypen, Korallen oder Korallenriffe zu un-
terscheiden.

Wichtig ist, dass wir nun wissen, dass es ver-
schiedene KI-Systeme (normales KI-System
und GPAI-System) und dass es mehrere Mo-
delle gibt (spezifisches KI-Modell, GPAI-Modell
sowie GPAI-Modell mit systemischen Risiken).

\

GPAI-Modell

inside
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DIE KI-MODELL-FAMILIE

Der EU Al Act kennt also mehrere Kl-Modelle, und
er definiert auch verschiedene Kl-Systeme. Ein Spi-
elzeug nutzt meist ein einfaches KI-System. Es
wird mit Batterien betrieben und kann wenige, aber
spezielle Funktionen austiben. Es lasst eine Spiel-
zeug-Puppe sprechen oder die Augenfarbe andern.
Im magischen Ei arbeitet dann ein Mini-KI-Modell.

Ahnlich und doch anders ist es bei einem Fertigun-
gsroboter. Er kann mit einem spezialisierten KI-
System, das ein selbstlernendes KI-Modell enthalt,

erstaunliche Dinge vollbringen. Der EU Al Act regu-
liert nicht die Polypen, also die spezialisierten Kl-
Modelle. Es gibt einfach zu viele mogliche KiI-
Techniken auf Ebene der KI-Modelle. Der EU Al Act
will technisch neutral bleiben, denn die Innovation
von Kl-Modellen schreitet rasant voran. Reguliert ist
daher nur das KlI-System, also das maschinelle Ei,
in das ein Polyp integriert wurde. Das reicht aus.

Integriert man nun ein GPAI-Modell (also eine Kora-
lle) in ein KI-System, dann entsteht wie von selbst

ein GPAI-System. Haufgster Fall ist — wie auf dem
rechten Bild — ein KI-Chatbot: Er kann unglaublich
vielseitig sein: Texte erstellen und Musik pro-
duzieren und mit Menschen interagieren. Die
Koralle allein kann das nicht, denn ihr fehlt das
oberste Fach zur Interaktion. Gleichwohl ist die
Koralle reguliert. Wer sie anbietet, besitzt Transpa-
renzpflichten. Dazu gleich mehr.

Nun erfahren wir, wie die Koralle das GPAI-Sys-
tem zu einem Multitalent macht!
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VIELSEITIG UND KOMPETENT

Erst die Koralle macht das sie umgebende
GPAI-System zum echten Alleskonner:

= Es kann mit seinem Weltwissen Fragen
aller Art beantworten.

» Es kann Kochrezepte empfehlen und
individuelle Schonheitstipps geben.

= Es kann fremde Lander beschreiben oder
Urlaubstrips empfehlen.

» Haufig kann es auch Bilder und z.T. sogar
Sounds und Videos perfekt erstellen.

All das auf Basis der vielen Fahigkeiten einer
bunten Koralle! Ihre Trainingsdaten erlauben
auch die Vernetzung von Information z.B.
eine Bildbeschreibung nach einem Image-
Upload, oder dessen Veranderung auf Basis
textlicher Vorgaben.

Diese multimodalen GPAI-Modelle, die Bild,
Sprache und vieles mehr beherrschen, er-
moglichen enorme Chancen:

= FUr Privatpersonen
= Fur Unternehmen
» FUr Organisationen

Der wahre Alleskoénner ist also das GPAI-
Modell. Doch ohne das umgebende GPAI-

System bleibt die Koralle arbeitslos: Sie er-
halt weder Inputs, noch kann sie Outputs ge-
nerieren. Sie ist wie ein Motor ohne Karos-
serie. Und umgekehrt genauso: Ohne das
GPAI-Modell ist das umgebende GPAI-Sys-
tem einfach nur normale Software.

Eine, die nicht dem EU Al Act unterliegt, weil
ein magisches Ei ohne eine Koralle, einen
Polypen oder einem riesigen Korallenriff im
mittleren Fach nicht wirklich intelligent ist.

Apropos Korallenriff: Schauen wir uns doch
dieses GPAI-Modell noch etwas naher an. Es
ist ein besonders grofes Kl-Modell mit allg-
emeinem Verwendungszweck. Es hat aber
zusatzlich systemische Risiken. Diese Risi-
ken entstehen u.a. durch sehr grol3e Leistung
oder eine besonders hohe Verbreitung.

Korallenriffe sind maximal vielseitig. Des-
halb sind sie oft sehr begehrt. Doch ge-
nau das fuhrt bei einem Korallenriff zu
einzigartigen Risiken. Welche das sind,
erfahren wir durch einen Blick in das Oko-
system des Korallenriffs.

Eine faszinierende Welt!
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Es scheint offenkundig: Je gréRer und vielfaltiger die Ko-
rallen werden, je mehr sie sich zu einem riesigen, wun-
derschonen Korallenriff entwickeln, desto starker wird ihre
Anziehungskraft. Immer mehr Fische stromen herbei.

Doch genau darin liegt auch eine Gefahr:

= Was anfangs ein farbenfroher Lebensraum war, wird
durch seine Reichweite und Vernetzung zu einem hoch
vernetzten Gesamtsystem, in dem ein einziger Fehler
weitreichende Folgen haben kann.

» Ein riesiges Riff bringt nicht nur Vielfalt, sondern auch
Verwundbarkeit: U.a. die Gefahr einer Korallenbleiche.

Wenn etwas kippt, dann betrifft es plotzlich alle — das
ganze Okosystem: Aufgrund systemischer Risiken! Sie
sind unsichtbar, komplex und Uber die gesamte Wert-
schopfungskette vorhanden. Deshalb unterliegen die be-
sonders grof3en und weltweit verbreiteten GPAI-Modelle in
der EU besonderen Sicherheitsauflagen. Das macht es fir
ihre Anbieter anspruchsvoller, aber fur die Gesellschaft
insgesamt sicherer. Das ist gut so!

Beachten wir also: GPAI-Modelle mit systemischen Ri-
siken unterliegen zusatzlichen Auflagen. Sie sorgen
dafur, dass eine Korallenbleiche nicht zur Zerstérung
ganzer Okosysteme fiihrt. Aber wie passt ein riesiges
Korallenriff eigentlich in ein maschinelles Ei?




embedded

Kl-Modelle konnen auf unterschiedliche Art
und Weise mit KI-Systemen verbunden sein.
Die Verbindungsart entscheidet u.a. daruber,
wie flexibel, leistungsfahig oder kontrollierbar
das Gesamtsystem ist.

Von den folgenden vier Varianten sollte man
zumidest schon mal gehort haben:

a) Remote (Uber eine 6ffentliche Cloud)

= Das Modell lauft auf einem entfernten Ser-
ver (z. B. OpenAl, google, AWS, Azure).

= Das System sendet Anfragen Uber eine
Schnittstelle (API mit API-Key).

= Der Vorteil: Hohe Rechenleistung, aktuelle
Modelle und super Infrastruktur.

= Der Nachteil: Abhangigkeit u. Datenschutz.

b) VPS (Virtual Private Server)

= Das Modell |1auft auf einem eigenen
privaten, aber entfernten Server.

= Der Zugriff erfolgt kontrollierter als bei
offentlichen Cloud-Diensten.

= Der Vorteil: Gute Kontrolle u.
Skalierbarkeit.

= Der Nachteil: Wartungsaufwand und das
Erfordernis versierter KI-Expertise.

c) Lokal (auf lokalen Computer o. Server)

» Das Modell wird auf dem Gerat oder
Netzwerk des KI-Systems betrieben.

= Esist keine Internetverbindung nétig.

» Der Vorteil: Guter Datenschutz, geringe
externen Abhangigkeiten.

» Der Nachteil: Eingeschrankte Rechen-
leistung, aufwandige Updates.

d) Embedded (in Gerat o. Chip integriert )

= Das Modell ist fest im KI-System eingebet-
tet, z. B. in einem Roboter oder loT-Gerat.

= Der Vorteil: Realtime-Fahigkeit, extrem
niedrige Reaktionszeit, Energieeffizienz.

» Der Nachteil: Geringe Flexibilitat, haufig
keine Updates moglich o. aufwandig.

Obwohl die Integration nicht direkt vom EU Al
Act reguliert wird, kann die Art der Anbin-
dung u.a. dartber entscheiden, wer Anbieter
ist oder nicht. Dazu mehr in Station acht.

Also: KI-Modelle konnen auf verschiedene
Weise in ein KI- oder GPAI-System inte-
griert werden!

Unabhéngig davon nun ein paar Worte zu
typischen Tucken — speziell von Korallen.
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Nun zu einem besonders wichtigen Hin-
weis: Die Koralle hat viel mit dem men-
schlichen Gehirn gemeinsam: Da sind zu-
nachst die Windungen die sich ahneln. Die
Koralle kann zudem wie ein echtes Gehirn

1. logisch denken und
2. kreativ gestalten.

Bildlich gesprochen besitzen Korallen zwei
Gehirnhalften. Diese kdnnen sich einerseits
erganzen, aber auch miteinander in Kon-
flikt geraten. Dann entstehen Uberrasch-
ende Outputs und Antworten — sie werden
»Halluzinationen“ genannt.

Das GPAI-Modell erfindet dann Dinge, die
objektiv nicht stimmen, aber plausibel klin-
gen. So kann es ein historisches Gesche-
hen in allen Details beschreiben, nennt
aber ein falsches Datum.

Und wenn die Koralle trotz aller Hinweise
hartnackig bei ihrer Behauptung bleibt und
mit abenteuerlichen Argumenten begrund-
et, weshalb sie recht hat, dann kommt es
zum ,Minchhausen-Effekt“: Das Modell be-
ginnt, fortgesetzt zu ,flunkern®.

Dies ist wichtig, denn wer eine Koralle in
sein KI-System integriert und am Markt an-
bietet, tragt auch die Verantwortung, wenn
die Koralle Fehler macht. Diese werden
dem maschinellen Ei zugerechnet. Gleich-
es gilt fur Verletzungen von Urheberrech-
ten: Das GPAI-Modell kann selbst keine
Werke ausliefern. Ihm fehlt das erste Fach
mit den Interaktionsinstrumenten.

Deshalb und aus vielen anderen Grinden
ist derjenige, der eine Koralle in sein Kl-
System integriert und es dadurch zum GP-
Al-System macht, auf wichtige Informatio-
nen angewiesen, z.B.:

= Wie wurde die Koralle trainiert?
= Mit welchen Daten und Methoden?
= Mit welchen Fahigkeiten (Bild/Text)?

Um diese Information zu gewahrleisten,
regelt der EU Al Act Rechte und Pflichten,
die an bestimmte Akteure gebunden sind.

Schauen wir uns vor diesem Hinter-
grund zuerst die Akteure und danach
die Risikoklassen und der sich aus der
Kl-Verordnung ergebenden Pflichten an!




MERKEN WIR UNS ZU STATION DREI -

1 DAS GEHIRN EINES KI-SYSTEMS IST DAS KI-MODELL. DER EU AIACT TRENNT DREI TYPEN: POLYPEN, KORALLEN UND KORALLENRIFFE.
2 KLEINE SPEZIFISCHE KI-MODELLE SIND POLYPEN. GROSSE VIELSEITIGE GPAI-MODELLE SIND BUNTE KORALLEN ODER KORALLENRIFFE.
3 | DAS KORALLENRIFF BESITZT SYSTEMISCHE RISIKEN: ES MUSS DAHER BESONDERS GUT VOR DER KORALLENBLEICHE GESICHERT SEIN.
4 | KI-MODELLE KONNEN AUF VERSCHIEDENE ART IN KI-SYSTEME INTEGRIERT WERDEN: U.A. REMOTE, VPS, LOKAL ODER EMBEDDED.

5 | KORALLEN KONNEN HALLUZINIEREN UND FEHLER BEGEHEN. DAHER MUSS TRANSPARENT SEIN, WIE SIE FUNKTIONIEREN.

DEN AKTEUREN
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AKTEURE: MULTIPLE HUTCHENSPIELER

Nun zu den beiden wichtigsten Akteuren im
Sinne der Kl-Verordnung: Dem Anbieter und
dem Betreiber.

Der EU Al Act nennt noch viele weitere Ak-
teure z.B. den Produkthersteller, Einfuhrer
und Handler oder den Bevollmachtigten. Sie
sind aber seltener oder zudem spezifischer.

Es ist auch so anspruchsvoll genug! Denn
die Rollen im Sinne der Kl-Verordnung sind
nicht statisch. Sie kbnnen wechseln: So kann
ein Akteur den Anbieter- als auch den Be-
treiber-Hut fir ein KI-System und zusatzlich
noch einen Hut als nachgelagerter Anbieter
fur ein GPAI-Modell tragen.

Was wirde sich daher mehr anbieten als die
Kopfbedeckung, um die wichtigsten Akteure
zu unterscheiden?

Wir werden sehen, dass die Hute ein ebenso
natzliches wie unterhaltsames Element zur
Unterscheidung von Akteuren sein kdnnen. In
diesem Sinne sind alle in der Kl-Verordnung
definierten Akteure im positiven Sinne Hutch-
enspieler. Wer Hute tragt, besitzt nicht nur
Verantwortung, sondern z.T. auch Rechte.

Bevor wir das Farbenspiel beginnen kdnnen,
mussen wir erst einmal seine Regeln lernen.
Und das bedeutet: Wir missen nicht nur die
Rollen kennen, sondern auch ihren Bezug zu
Kl-Eiern, Kl-Korallen und Korallenriffen.

So gibt es den Begriff ,Anbieter” im Sinne der
Kl-Verordnung in gleich vier Varianten:

= Als Anbieter eines Kl-/GPAI-Systems.

= Als Quasi- bzw. Zweitanbieter eines Ki-
oder GPAI-Systems.

= Als Anbieter eines GPAI-Modells.

= Als nachgelagerter Anbieter eines GPAI-
oder sonstigen KI-Modells.

Puh. Das macht die Kommunikation wirklich
kompliziertt Man darf also nicht einfach nur
LAnbieter” sagen. Man muss auch erganzen,
wovon jemand Anbieter ist. Und: Zu welchem
Zeitpunkt dies der Fall war oder ist.

Und die Hitchen helfen uns dabei, hier Uber-
sicht und Ordnung hineinzubringen.

Halten wir fest: Akteure im Sinne des EU
Al Acts tragen farbige Hiitchen!

Akteur = Hutchenspieler
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EIN AKTEUR MIT DREIFACHER KI-TIARA

Wir wissen nun, dass Akteure im Sinne der
Kl-Verordnung kleine Hutchen tragen. Und
wir wissen, dass wir mehrere Rollen unter-
scheiden mussen.

Aus diesem Grund ist es auch moglich, dass
ein Akteur gleich mehrere Hutchen tragt. So
ist das linke Bild ein Kl-Unternehmen wie
google, OpenAl, mistral, deepseek oder An-
trophic:

Diese Akteure bieten beides an:

= GPAI-Systeme als auch
= verschiedene GPAI-Modelle

Die GPAI-Systeme sind die Chatbots, die
Namen wie gemini, ChatGPT oder Claude
tragen. Wir erkennen sie als buntes Ei auf
der rechten Seite des Bildes.

Und die GPAI-Modelle? Sie heillen z.B. bei
OpenAl gpt-5, gpt-40, gpt-4-mini usw. Die
Figur halt sie als Koralle auf der linken Sei-
te in ihrer Hand.

Damit zur dreifachen Tiara:
= Das gelbe Hutchen ist Symbol fur die

= Das orange Hutchen fur die Rolle als
Anbieter eines GPAI-Systems.

= Und das rote Hutchen signalisiert die
zusatzliche Rolle als Betreiber des GPAI-
Systems.

Streng genommen mussten Unternehmen
wie OpenAl nicht nur ein gelbes Hitchen
tragen, sondern fir jedes einzelne GPAI-
Modell, also jede Koralle bzw. Korallenriff ei-
nes. Dies ist wichtig, da jede Koralle andere
Fahigkeiten hat.

Wir mussen hier erst einmal wissen, dass
jeder Akteur entweder eine einzelne Rolle
besitzen kann — dann nur ein Hutchen, z.B.
ein pinkes oder rotes Hutchen als Betreiber.

Ein Akteur kann aber auch viele Hitchen
tragen — wie hier als Anbieter eines GPAI-
Modells (gelb) und GPAI-Systems (orange)
sowie als Betreiber des GPAI-Systems (rot).

Auf den nachsten beiden Seiten erfahren
wir, welche Hutchen es gibt und woflr
ihre Farbe steht.

= ramostn. .
: — Rolle als Anbieter eines GPAI-Modells. Prinzip klar? Dann weiter!
- Beispiel: OpenAl =~ 30
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spezifisch

KI-System

Betreiber

Anbieter

universell

Betreiber

GPAI-System

Anbieter

BETREIBER GIBT ES NUR BEI SYSTEMEN

Beginnen wir mit den Akteuren fur die bei-
den System-Typen:

= Links das normale®, oft spezialisierte Kl-
System — symbolisiert durch ein einfar-
biges, etwas kleineres Ei (links).

= Das vielseitige und daher bunte (und hier
rechts etwas groRer dargestellte) Ei als
Symbol flir GPAI-Systeme.

Fur beide Varianten gibt es sowohl die Rolle
des Anbieters als auch die Rolle des Betrei-
bers. Das ist eine wichtige Aussage, denn
wir lernen auf der nachsten Seite, dass es
auch noch fur GPAI-Modelle Anbieter gibt.

Betreiber gibt es daflir ausnahmslos nur fir
Kl- und GPAI-Systeme — nicht fir Modelle!

Nun zu den Huten fur Anbieter und Betrei-
ber: Wir finden sie im mittleren und unteren
Fach. Der Anbieter eines einfachen KI-Sys-
stems hat ein lila Hutchen und der Betreiber
ein Hutchen in pink. Beide sind etwas klei-
ner als die entsprechenden Hultchen bei
GPAI-Systemen. Sie sind ja spezialisiert.

Bei Korallen ist die Farbe fur Anbieter oran-
ge und fur Betreiber rot. So wissen wir: Wer

ein rotes Hutchen tragt, ist Betreiber eines
GPAI-Modells, und wer ein lila Hutchen
tragt, ist Anbieter eines spezialisierten Ki-
Systems.

Wer den EU Al Act schon kennt, konnte fra-
gen, warum beide KI-System-Typen andere
Farben fur die Rolle von Anbieter und Betrei-
ber haben. Die Kl-Verordnung sieht dies ei-
gentlich nicht vor. Aber: Es gibt bestimmte
Pflichten, die fast ausschliellich die Anbie-
ter und Betreiber von GPAI-Systemen be-
treffen — und kaum die von einfachen KI-Sy-
stemen. Deshalb werden die Farben bewu-
sst unterschieden.

Nun noch einmal zur Klarstellung:

= Tragt eine Figur ein oranges und ein rotes
Hltchen, dann ist es ein Anbieter und
Betreiber eines GPAI-Systems.

= Damit hat dieser Akteur auch doppelte
Pflichten: Als Anbieter und Betreiber.
Dazu spater mehr in Station sechs.

Blicken wir jetzt auf die Modell-Typen —
fur die gibt es zwei weitere farbige Hut-
chen: Gelb und blau!
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(NACHGELAGERTE) KORALLEN-ANBIETER

Die KI-Verordnung bestimmt, dass es bei Kl-
Modellen nur Anbieter von Korallen oder Ko-
rallenriffen gibt. Fur kleine spezialisierte Po-
lypen sieht die Kl-Verordnung hingegen kei-
ne Anbieterrolle vor.

Deshalb fehlt das Hutchen auf der linken
Seite unter dem Polypen: Eigentlich gibt es
dieses Hutchen gar nicht. Aber eben nur ei-
gentlich ... Es ist ein wenig kompliziert, denn
das fehlende Hutchen bedeutet am Ende
nur, dass der Anbieter eines Kl-Systems
kein fremdes Kl-Modell verwendet.

Daher kann es trotzdem einen nachgelager-
ten Anbieter des Kl-Modells geben: Dann
namlich, wenn bei einem einfachen KI-Sys-
tem ein KlI-Modell (also ein Polyp) verwen-
det wird, den jemand anders hergestellt hat.
In diesem Fall wird der Anbieter dieses K-
Modells zum ,nachgelagerten® Anbieter des
Polypen, der im KI-System verwendet wird.

Ganz ahnlich bei GPAI-Modellen: Nehmen
wir ein Unternehmen, das seinen eigenen
Chatbot nutzt und dafir ein GPAI-Modell
von gemini, OpenAl oder Mistral verwendet:

» Dann sind OpenAl, Google & Mistral die
Anbieter des GPAI-Modells. Dann tragen
sie ein gelbes Hutchen.

= Das Unternehmen, das diese Modelle
verwendet, ist dann nachgelagerter An-
bieter des GPAI-Modells und tragt ein
blaues Hutchen.

Das ist wichtig, denn so hat der nachgela-
gerte Anbieter von GPAI-Modellen einen An-
spruch auf vielerlei Informationen Uber das
GPAI-Modell: Wie wurde es trainiert? Mit
welchen Daten etc.?

Blaues Hutchen bedeutet somit, dass ich als
Anbieter eines Kl- oder GPAI-Systems kein
eigenes, sondern ein fremdes Kl-Modell be-
nutze.

Integriert man ein GPAI-Modell, hat man
Anspriche gegen dessen Anbieter, der bei
GPAI-Modellen ein gelbes Hutchen tragt.

Um diese und die Seite davor noch ein-
mal im Zusammenhang darzustellen, we-
rfen wir nun einen Blick auf eine KI-Wert-
schopfungskette. Dann wird das Ganze
noch klarer.

spezifisch

#

KI-Modell

nachgelagerter
Anbieter

universell
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DIE GPAI-HUTCHENKETTE — VOM ANBIETER DES MODELLS BIS ZUM NUTZER

Figur Nr. 1 ist Anbieter eines GPAI-Modells, also
z.B. google, OpenAl oder Mistral. Daher das gelbe
Hatchen fir die Koralle. Figur Nr. 2 ist Anbieter des
bunten GPAI-Ei‘'s und nachgelagerter Anbieter der
GPAI-Koralle.

Daher besitzt diese Figur zwei Hitchen (blau &
orange). Figur 3 ist Betreiber des GPAI-Systems.
Sie tragt deshalb ein rotes Hiutchen. Die vielen Nut-
zer des Systems tragen (zunachst) keine Hitchen.
Sie haben namlich keine rechtlich definierte Rolle.

Die verschiednen Farben der Hutchen helfen
nicht nur, die Rollen der verschiedenen Akteure
zu erkennen. Sie verdeutlichen auch das Inver-
kehrbringen und die Inbetriebnahme. Weshalb?
Das erfahren wir auf der nachsten Seite.
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i Inverkehr-
o _f) bringung
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Inbetriebnahme
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INVERKEHRBRINGEN, INBETRIEBNAHME UND VERANTWORTLICHE VERWENDUNG

Bleiben wir daher noch einen Moment bei dem
vorherigen Bild. Ein Inverkehrbringen kann bereits
vorliegen, wenn ein Anbieter einer Koralle oder
eines GPAI-Systems oder sonstigen KIl-Systems
dieses an den Vertrieb zum Verkauf Ubergibt. Und

eine Inbetriebnahme kann schon dann vorliegen,
wenn ein Kl- oder GPAI-System im Intranet intern
genutzt wird. Mit Inverkehrbringung werden Akteure
zu Anbietern und mit der eigenverantwortlichen
Nutzung werden Akteure (zusatzlich) zu Betreibern.

Die vielen Farben der Hiitchen helfen aber nicht
nur, die Rollen der verschiedenen Akteure zu
erkennen. Sie verdeutlichen auch die Verbrei-
tung der verschiedenen Rollen im Weltatlas der
Kl-Akteure. Den lernen wir jetzt kennen.
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DER WELTATLAS DER KI-AKTEURE

Die Kl-Verordnung gilt nur in der EU. Sie
betrifft die Akteure, die Kl-Technologie in
der EU anbieten oder betreiben. Es gibt
aber auch Akteure von auferhalb der EU,
die KI-Systeme erstellen und in der EU in
Verkehr bringen oder in Betrieb nehmen.

Die Weltkarte der Kl-Akteure verdeutlicht
insofern mehreres gleichzeitig:

= Unternehmen von aul3erhalb der EU
mussen die Regeln und Sicherheits-
standards genauso wie europaische
Unternehmen einhalten, ...

= ... wenn sie Kl- auf den europaischen
Markt bringen oder deren Ergebnisse
dort genutzt werden.

Und damit zu einer wichtigen Botschaft
des Akteur-Weltatlas: Er zeigt, dass aus
der EU vor allem Anbieter und Betreiber
von spezialisierten KI-Systemen kommen.
Solche, die keine GPAI-KI sind.

Die grof3en Anbieter fur GPAI-Modelle so-
wie Anbieter und Betreiber von weltweit
genutzten GPAI-Systemen kommen nam-
lich fast alle aus den USA und China.

Insofern gibt es in der EU kaum Anbieter
mit gelben Hitchen. Dafur ganz viele Be-
treiber mit pinken Hutchen: In nahezu al-
len Branchen findet man sie: Die Betreiber
von spezifischen KI-Systemen. Hinzu ko-
mmen die vielen Anbieter fir spezifische
KI-Systeme aus der EU (lila).

Orange und rote Hutchen sind auch ver-
breitet — weil viele Unternehmen und Be-
horden ihre eigenen Chatbots entwickeln
lassen und selbst anbieten bzw. betreiben.

Aber: Die meisten Nutzer verwenden nach
wie vor die GPAI-Modelle und -Systeme
aus den USA und China. Und genau des-
halb unterliegen ihre weit verbreiteten Ser-
vices besonderen Kriterien: Sie sind auf-
grund ihrer Verbreitung Korallenriffe und
bergen das Risiko der Korallenbleiche!
Dem gilt es in der EU vorzubeugen.

So, am Ende dieser Station wird es
noch einmal richtig spannend: Wenn
die Akteure die Hiitchen wechseln oder
sie neue Hute dazubekommen.

Jetzt ein Hutchen-Trick
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DIE NACHTRAGLICHE ANBIETERSCHAFT

Schauen wir uns den Akteur auf der linken
Seite erst einmal etwas genauer an:

= Er tragt unten ein pinkes Huatchen. Erist
also primar Betreiber eines spezifischen
Kl-Systems. Eines grunen Ei's.

= Daruber tragt die Figur aber auch ein lila-
Hutchen. Sie ist also dartber hinaus
zusatzlich Anbieter des KI-Systems.

Hmmm. Aber irgendwas stimmt hier nicht,
denn Normalerweise ist die Reihenfolge an-
dersrum:

= Zuerst unten das lila Hutchen des
Anbieters ...
= . dann erst das Betreiber-Hutchen ...

Bevor ein KI-System in Betrieb genommen
werden kann, muss es aber doch zuerst in
Verkehr gebracht worden sein oder?!

Richtig. Der Regelfall ist: Anbieter-Hutchen
zuerst, dann Betreiberhutchen. Gleiches gilt
bei GPAI-Systemen (orange & rot).

Der lila Hut des Anbieters wurde hier nach-
traglich aufgesetzt. Zu einem Zeitpunkt, an
dem die Figur bereits Betreiber gewesen ist.

Wie ist das mdoglich? Ganz einfach!: Es
handelt sich hier um einen so genannten
Quasi- oder Zweitanbieter. Beleg dafir sind
der Schraubenzieher und das gleiche Logo
auf Figur und Ei.

» Der Schraubenzieher zeigt, dass der Be-
treiber am Ei herumgeschraubt hat. Da-
mit wurde es wesentlich verandert.

» Das Logo macht zudem deutlich, dass
der Betreiber nach aullen den Eindruck
erweckt, selbst Anbieter zu sein. Zum
Beispiel, indem das System unter einer
eigenen URL mit eigenem Namen im In-
ternet oder Intranet betrieben wird.

Beides fuhrt zur Quasi-Anbieterschaft:

» Die wesentliche Veranderung eines Kl-
Systems und

» die Verwendung mit eigenem Namen
oder mit eigenen Marken.

Besonders wichtig ist dies bei den
Fallen von Hoch-Risiko-KI. Diese werden
wir jetzt in Station fiinf kennenlernen:

Den Risikoklassen
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MERKEN WIR UNS ZU STATION VIER — DEN AKTEUREN:

@ DIE AKTEURE DER KI-VERORDNUNG HABEN ROLLEN. JEDE ROLLE HAT EIN HUTCHEN MIT EINER EIGENEN FARBE.

@ EIN AKTEUR KANN MEHRERE HUTCHEN TRAGEN: Z.B. ALS ANBIETER (LILA) UND BETREIBER (PINK) EINES SPEZIFISCHEN KI-SYSTEMS.
@ DIE HUTCHEN VERDEUTLICHEN VERSCHIEDENE ROLLEN IN DER KI-WERTSCHOPFUNGSKETTE — VOM ANBIETER BIS ZUM NUTZER.

@ IN DER EU SIND DIE GELBEN HUTCHEN FUR ANBIETER VON GPAI-MODELLEN SELTEN. HAUFIG SIND DAFUR DIE VON BETREIBERN (PINK).

@ QUASI-ANBIETER SIND BETREIBER, DIE NACHTRAGLICH ZU ANBIETERN WERDEN KONNEN UND DAHER ZWEI HUTCHEN TRAGEN.

NUN GEHT ES WEITER MIT STATION FUNF: DEN RISIKO-KLASSEN
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DIE RISIKO-KLASSEN: TIERISCH ERNST!

Kl ermdglicht unglaubliche Chancen. Aber:
Sie birgt auch Risiken. Ein Gesetz wie die KI-
Verordnung hat vor allem das Ziel, die Risi-
ken von Kl zu erkennen und zu entscharfen.

So weit so gut — aber was haben die Papa-
geien und das grine Etwas auf dem rechten
Bild mit den Risiken von Kl zu tun? Und was
ist mit dem Vdgelchen, der Schildkréte und
dem T-Rex auf der Seite zuvor? Was ist ihr
Bezug zu den beiden Eiern im Nest?

Ganz einfach: Sie symbolisieren unterschied-
liche Risiken bei der Verwendung von ma-
schinellen Eiern. Es geht um deren Output.

Und die gezeigten Tiere kdnnen alle als Out-
put aus einem Ei herausschlupfen, z.B.:

= Ein Vogel (und damit auch ein Papagei),
= eine Schildkrote,

= eine Schlange,

= oder ein Krokodil,

Und auch ein Dinosaurier ist potenzieller
Output. Ein T-Rex: Der Urahn des Huhns —
dem heutzutage vielleicht nachsten Verwand-
ten des Urzeit-Giganten.

Der T-Rex gilt als eines der gefahrlichsten
Landlebewesen aller Zeiten. Er ist ausgestor-
ben. Genau deshalb symbolisiert er jene Ri-
siken, die unter allen Umstanden verboten
sein mussen — und somit quasi aussterben.

Schon wird klar: Aus Eiern kénnen sehr un-
terschiedliche Outputs kommen, harmlose
und richtig gefahrliche. Manche davon sind so
gefahrlich, dass man sie verbieten muss.

Damit schlief3t sich ein Kreis:

= Es gibt verbotene Kl-Praktiken.

= Dann gibt es noch Risikoklassen flir Hoch-
risiko-K| sowie fur mittel und kaum ris-
kante KI-Anwendungen.

= Die Risiko-Klassen des EU Al Acts bezie-
hen sich auf KI-Systeme, also das maschi-
nelle Ei — nicht auf die Modelle darin!

Und all die Tiere, die zuvor aufgezahlt wu-
rden, schliipfen aus Eiern: Sie stehen fiir
deren unterschiedliche Risiken.

Merken wir uns:

Risiko-Klasse = Tier aus Ei
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WELCHES EI IST HARMLOS? WELCHES IST RISKANT?

KI-Systeme sind in vieler Hinsicht Uberraschungs-  Die Kl-Verordnung enthalt daher eine Art Giteklas-
eier: Wir wissen nie ganz genau, was aus ihnen he-  sen-System fur Kl-Eier. Darunter die Klasse der
rausschliupft. Von aullen ist es kaum erkennbar.  verbotenen KI-Praktiken und drei weitere Risiko-
Wie wollen wir dann vertrauen? Woher wissen wir, Klassen. Und das Gute: Den allermeisten Kl-Eiern
welches Ei welche Risiken birgt? durfen wir vertrauen! Sie sind Guteklasse 1 und da-

mit voll vertrauenswirdig. Das gilt GUbrigens fur alle
Guteklassen. Vorausgesetzt, dass deren Vorgaben
korrekt umgesetzt werden.

Natiirlich mit Ausnahme der verbotenen Kl-Pra-
ktiken. Die schauen wir uns jetzt naher an.
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VERBOTENE KI-PRAKTIKEN: T-REX VS. KROKODIL

Es gibt zwei Arten verbotener KI-Praktiken
im Sinne der Kl-Verordnung:

= Solche, die ausnahmslos verboten sind
(, T-Rex“-Praktiken) und

= solche, die grundsatzlich verboten, aber
unter Auflagen im Einzelfall erlaubt sind
bzw. Ausnahmen besitzen (,Krokodile®).

Wichtig ist dabei das Wort ,Praktiken®. Es
geht also um die Art, wie KI-Systeme ver-
wendet werden: Sie fuhrt zum Verbot der K,
die hinter einer Praktik steht.

Zunachst zu den verbotenen ,T-Rex-Prakti-
ken®. Ihr Verbot dient dem Schutz von be-
sonders wichtigen Werten. So durfen schu-
tzbedurftige Menschen und Kinder nicht du-
rch KI manipuliert werden. Auch Social Sco-
ring ist absolut verboten. Es gibt noch wei-
tere Verbote dieser Art.

Bei T-Rex-Verboten darf ein KI-System gar
nicht erst in Verkehr gebracht werden. Ein
Risiko darf sich also gar nicht erst realisie-
ren — es geht um bestmagliche Pravention.

T-Rex-Verbote gelten fir alle Verwender,
egal ob staatlich oder wirtschaftlicher Art.

Damit zu den Krokodilen. Die sind — anders
als der T-Rex — noch nicht ausgestorben.
Aber trotzdem keine Schmusetiere.

Bei ihnen besteht ein grundsatzliches Ver-
bot, aber eines mit Auflagen oder Ausnah-
men:

» Soist z.B. die Emotionserkennung am Ar-
beitsplatz verboten. Aber: Es gibt u.a. die
Ausnahme medizinischer Zwecke.

= Bestimmte Formen biometrischer Fern-
identifikation sind ebenfalls verboten, aber
unter strengen Auflagen erlaubt.

Einige Krokodil-Verbote betreffen allein den
Staat: Er soll riskante Kl nur unter bestimm-
ten Voraussetzungen nutzen dirfen.

Insgesamt kénnen wir froh sein, dass der
EU Al Act weder T-Rex noch Krokodile frei
herumlaufen lasst. Dies hilft, das Grundver-
trauen in die KI-Nutzung zu erhohen.

Um noch mehr Vertrauen zu bewirken,
hat die Kl-Verordnung auch noch soiche
Use Cases reguliert, von denen typisch-
erweise hohe Risiken ausgehen. Die wer-
den auf der nachsten Seite vorgestelit.
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HOCH-RISIKO-KI IST OFT SPEZIFISCH

Bei den Hochrisiko-Use-Cases mulssen wir
zunachst betonen: Sie sind durchweg erlau-
bt. Viele Hochrisiko-KI-Anwendungen sind
zudem sehr nutzlich:

= Zum Beispiel medizinische Kl
= oder Kl fUr die Energieversorgung
= sowie intelligente Notrufbewertungen.

Hochrisiko-KI ist also nicht unbedingt ,bdse*.
Es geht vielmehr in vielen Fallen darum, si-
cherzustellen, dass die Funktionen alle kor-
rekt funktionieren und keine Fehler auftre-
ten, welche die Gesundheit oder andere
wichtige Guter wie die demokratische Gru-
ndordnung schadigen konnten.

Werfen wir nun zuerst einen Blick auf das
linke Regal. Dort sehen wir das Symbol der
Schlange. Es ist eine besonders positive Art:
Eine Askulapnatter. Sie ist seit der Antike
das Symbol der Heilkunde, der Gesundheit
und des arztlichen Standes.

Darunter, im mittleren Fach, sehen wir die
Symbole fur weitere typische Hochrisiko-
Use-Cases: Finance, Kritische Infrastruktu-
ren oder Luftfahrt.

Naturlich gibt es noch viele weitere Falle:
Gerade am Arbeitsplatz muss beim Einsatz
von Kl ganz viel beachtet werden, u.a. um
Diskriminierung vorzubeugen.

Schauen wir jetzt zur rechten Seite des Re-
gals. Dort wird deutlich, welche Bedeutung
die Hutchen im Risiko-Kontext haben.

Hochrisiko-KI steht oft mit spezifischen KI-
Systemen im Zusammenhang (rotes Ei). Se-
Itener ist die Kombi von GPAI-System (bun-
tes Ei) und Hochrisiko-Kl, z.B. bei Medizi-
nischen Ratgebern oder HR-Prozessen.

Die besonderen Pflichten, die fur Anbieter
und Betreiber von Hochrisiko-KIl bestehen,
werden im rechten Regal unterschiedlich be-
tont: Daher ist das rote Ei groRer und auch
die Hutchen fur dessen Anbieter und Betrei-
ber sind grof3er als beim bunten Ei und den
dazugehdrigen Hitchen — einfach deshalb,
weil diese Kombi hier eher selten ist.

Das gleiche Prinzip gilt bei mittleren Risi-
ken genau umgekehrt: Hier ist — wie wir
gleich sehen werden — das bunte Ei viel
haufiger anzutreffen.

¢

L

KI-Typ

A

Anbieter

I ‘ A Betreiber
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GPAI-System
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MITTLERE RISIKEN: MEIST EIN FALL VON GPAI

Wie wir zuvor gelernt haben, kdnnen besti-
mte Kl-System-Typen besonders haufig bei
einer der drei erlaubten Risiko-Klassen auf-
tauchen.

Auf die mittlere Risikoklasse Ubertragen be-
deutet dies: Hier sind besonders haufig
GPAI-Systeme, also bunte Eier anzutreffen.

Das ist auch ganz einfach zu erklaren: Um
Deepfakes herzustellen, oder Fake News zu
verbreiten oder Chatbots zu ermdglichen,
die von Menschen kaum zu unterscheiden
sind, bendtigt man unglaublich grof3e Daten-
mengen. Und die findet man vor allem in
solchen KI-Systemen, die eine bunte Koral-
le oder sogar ein ganzes Korallenriff inte-
griert haben.

Und das sind: GPAI-Systeme!

Deshalb macht es auch so viel Sinn, die An-
bieter und Betreiber von GPAI-Systemen mit
eigenen Hutchenfarben zu kennzeichnen.
Bunte Eier unterliegen namlich besonders
haufig Transparenzpflichten!

Sie mussen kenntlich machen, wann man es
mit einer Kl und wann mit einem Menschen

zu tun hat, falls man z.B. einen Beratungs-
service benutzt. Oft sind die Stimmen eines
Menschen oder einer Kl kaum mehr zu un-
terscheiden. Genau das kann irritieren.

Da auch Papageien wie Menschen reden
konnen, liegt es nahe, diesen bunten Vogel
als Symbol dieser Risiko-Klasse zu verwen-
den: Er paldt auch farblich gut zum bunten Ei
— oder?

Die positive Nachricht fur alle, die ein spe-
zifiches KI-System, also ein einfarbiges Ei
mit einem Polypen darin anbieten oder be-
treiben: Bei ihnen spielen die Transparenz-
Pflichten der mittleren Risikoklasse nur sel-
ten eine Rolle. Auszuschliel3en ist es jedoch
nicht.

Und so haben wir hier nicht nur etwas Uber
Risiken erfahren, sondern auch Uber ihre
unterschiedliche Relevanz fur Anbieter und
Betreiber von bunten oder einfarbigen Eiern.

Kommen wir damit zu der letzten Gruppe
der vier Risiko-Klassen: Den geringen Ri-
siken.
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SCHILDKROTEN: MIT ABSTAND AM HAUFIGSTEN

Nun zur besten Nachricht: Die allermeisten
Kl-Use-Cases sind solche der geringen Ri-
siko-Klasse. Das heilt, dass wir ihnen als
Verbraucher und Anwender vertrauen dur-
fen — auch ohne grole Vorgaben fur deren
Anbieter und Betreiber.

Das ist u.a. deshalb wichtig, weil die KI-Use-
Cases dieser Risiko-Klasse nicht nur haufig,
sondern auch besonders vielseitig sind: Man
kann die vielen mdglichen Varianten gar
nicht aufzahlen, die vorstellbar sind, z.B.:

Intelligente Spamfilter,
Ubersetzungsprogramme oder
selbstlernende Industrie-Roboter,
clevere Zahnbursten,

= Kl in Home-Entertainment

= und, und, und ...

Aus diesem Grund hat das linke Regal in
der Mitte ganz viele farbige Bauklétzchen -
als Symbol fur die Vielfaltigkeit dieser Risi-
koklasse. Fir diese Kl-Use-Cases heil3t es:
Freie Fahrt voraus!

Das spiegelt sich auch auf dem rechten Re-
gal wider. Dort sehen wir ein besonders gro-

Res grunes Ei. Spezialisierte Kl-Systeme
sind namlich in dieser Gruppe uUberproportio-
nal haufig. Und das liegt daran, dass GPAI-
Systeme, also die bunten Eier, hier beson-
ders selten sind:

= Sie unterliegen meist der mittleren Risiko-
Klasse, die zuvor dargestellt wurde.

= Sie haben daher Transparenzpflichten zu
beachten, also kdnnen sie hier nur dann
auftauchen, wenn sie fur ganz einfache
und spezielle Aufgaben eingesetzt wer-
den. Das ist tatsachlich selten!

= Und dann besteht auch keine Verwechs-
lungsgefahr mehr mit einem Papagei.

Die nachste gute Nachricht: Anbieter und
Betreiber haben in dieser Risikogruppe auch
kaum Pflichten zu erfullen — bis auf eine.
Denn sie mussen, ebenso wie alle Akteure
der anderen Risiko-Gruppen, in ausreichen-
dem Umfang KI-Kompetenz vermitteln.

Zu diesen und weiteren Aufgaben gibt es
mehr Infos in der nachsten Station, denn
T-Rex, Schlange, Papagei, Schildkrote ...

... habe ich verstanden!

=
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MERKEN WIR UNS ZU STATION FUNF — DEN RISIKO-KLASSEN:

@ ES GIBT VIER RISIKO-KLASSEN: VERBOTENE KI-PRAKTIKEN UND USE-CASES MIT HOHEM, MITTLEREN UND GERINGEN RISIKEN.
@ VERBOTE SIND SEHR SELTEN. EINIGE GELTEN IMMER (T-REX). ANDERE BESITZEN AUSNAHMEN ODER AUFLAGEN (KROKODILE).
@ USE CASES DER HOHEN RISIKO-KLASSE SIND OFT SEHR NUTZLICH (ASKULAP). GENAU DESHALB MUSSEN SIE SICHER FUNKTIONIEREN.
@ MITTLERE RISIKEN BERUHEN MEIST AUF GPAI. EINE KI KANN WIE EIN PAPAGEI IMITIEREN. ES MUSS KLAR SEIN, WANN DIES DER FALL IST.

@ DIE GERINGEN RISIKEN SIND VIELFALTIG UND BESONDERS HAUFIG: MERKEN WIR UNS DAZU DIE FREUNDLICHE SCHILDKROTE.

NUN GEHT ES WEITER MIT STATION SECHS: DEN PFLICHTEN
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DAS THEMA RUHIG ANGEHEN!

Zu allererst: Relax! Uberall wird von den vie-
len Pflichten geredet, die jetzt (angeblich) auf
alle Akteur-Typen zukommen. An vielen Stel-
len wird Handlungsdruck aufgebaut, der so
wie er von einigen schwarzen Schafen ge-
schaftstlichtig Uberdramatisiert wird, nur sel-
ten besteht bzw. nur wenige betrifft!

Das soll die Wichtigkeit der Pflichten nicht
herunterspielen. Im Gegenteil: Wer Pflichten
hat, muss diese ernst nehmen und gewissen-
haft umsetzen.

Die Kl-Verordnung ist aber kein Sprint. Eher
ein Langstreckenlauf. Daher muss man sich
seine Energie gut einteilen und zu frihe un-
noétige Sprints meiden — sonst geht viel En-
ergie und Motivation umsonst verloren.

Wichtig ist, sich auf das Wesentliche zu kon-
zentrieren. Also das, was im Hinblick auf die
Pflichten unbedingt beachtet werden muss.
Dazu gehort auch, dass der EU Al Act eben
nicht nur Pflichten, sondern auch wichtige
Rechte gewahrt. Gerade im Rahmen von
komplexen Kl-Wertschopfungsketten, die wir
bereits kennengelernt haben.

Insofern eine ernste Empfehlung: Man muss
die Kl-Verordnung unbedingt beachten, aber
alles bendtigt auch Zeit — und vor allem Ru-
he. Durch Hektik entstehen oft Frustration
und unnotige Fehler.

Die einzigen, die schon jetzt wirklich auf der
Hut sein mussen, sind T-Rex und Krokodil.
Wer sie sieht (oder ein Krokodil das keine
Erlaubnis) hat, dann sollte man das sofort
einer Behorde melden!

Und ja: Auch der Papagei muss friihzeitig be-
achtet werden. Aber wir haben ja auf den
Seiten davor gelernt, dass die meisten Kl-
Use-Cases Schildkroten sind. Diese mussen
nur ganz wenige Pflichten beachten. Und das
ist gut so.

Und was ist mit der nitzlichen Askulap-Schl-
ange? Ok, auf die kommt durchaus noch eini-
ges zu. Aber erst nach und nach. Es gibt
namlich angemessene Ubergangsfristen.

Wir sollten das Thema Pflichten daher so
angehen: Konzentriert, gelassen und im
Wissen, dass die meisten davon gut zu
bewaltigen sind.




€) 6. PFLICHTEN

i

a Private Nutzung
§

/\ HOCHRISIKO
ra

A Wissenschaft

PRIVATE NUTZUNG UND ANDERE AUSNAHMEN

Wieso war unser Akteur auf der Seite zuvor
so entspannt? Ach ja: Er hatte gar kein Ak-
teurs-Hutchen auf. Er ist namlich ein rein pri-
vater KI-Nutzer. Damit fallt er unter eine von
mehreren Ausnahmen des EU Al Acts.

Wer ein KI-System rein privat nutzt, muss
eigentlich gar nichts beachten. Und das ist
gut so! Hier ist volle Entspannung angesagt.

Private Nutzung meint aber auch 100% pri-
vate Nutzung! Wer seinen privaten KI-Ac-
count geschéftlich nutzt, ist namlich Betrei-
ber und muss daher einiges beachten — ab-
hangig davon, ob z.B. ein Fall von Hoch-Risi-
ko-KI vorliegt oder Transparenzpflichten ein-
gehalten werden mussen.

Ahnlich und doch anders ist es bei weiteren
Ausnahmen der Kl-Verordnung. Zum Beispiel
der rein wissenschaftlichen Nutzung von Ki-
Systemen und GPAI-Modellen:

= Sie fallen auch unter die Ausnahmen des
EU Al Acts.

= Aber auch hier muss man darauf achten,
dass es wirklich freie Forschung ist.

Ahnliches gilt fir die Verprobung von KI-Sys-
temen. Damit gemeint ist das Testen, bevor
es in Verkehr gebracht wird.

Schliellich bestehen auch bei quelloffenen
KI-Systemen und GPAI-Modellen Ausnah-
men.

Doch egal welche Ausnahmen von der Kl-
Verordnung moglich sind:

= |m Fall von Hochrisiko-KI kann es wieder
anders sein. Dann ist z.B. Open Source
keine Bereichsausnahme.

= Auch ein Chatbot kann als bunter Papagei
das Open-Source-Privileg einschranken.

= Und auch bei der Verprobung von Hochri-
siko-KIl mussen bestimmte Regeln beach-
tet werden.

Wie wir jedoch zuvor gelernt haben, sind die
meisten Use Cases harmlose Schildkréten.
Bei ihnen und allen anderen Anwendungen
ist vor allem eines wichtig:

Die Vermittlung von Kl-Kompetenz! Gleich
erfahren wir, was genau das bedeutet.
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DAS HAUS DER KI-KOMPETENZ

Die vielleicht wichtigste Aufgabe aller Anbieter und
Betreiber ist es, ausreichend KI-Kompetenz zu ver-
mitteln. Solche, die dabei hilft, dass eine KI-An-
wendung von moglichst vielen Anwendern sicher
und vertrauensvoll genutzt werden kann.

Dahinter steht die empirische Erkenntnis, dass die
falsche Bedienung von Kl eine der haufigsten Ur-
sachen dafur ist, dass Risiken von KI-Systemen
(und z.T. auch von KI-Modellen) ausgehen.

Erinnern wir uns an das Beispiel mit der Biene: Sie
ist ein sehr nutzliches Tier, aber wenn man sie ar-
gert oder anderweitig nicht richtig behandelt, kann
sie ihren Stachel ausfahren und empfindlichen piek-
sen. Wir mussen lernen, sie richtig zu behandeln!

Aber wie erlernt man KI-Kompetenz?

Einerseits ist jedes KI-System bzw. Modell indivi-
duell. Andererseits bestehen bei fast allen, die es
verwenden, andere Vorkenntnisse und Aufgaben.

Vermittlung von Kl-Kompetenz ist daher keine ,,one-
size-fits-all* Aufgabe. Es geht vielmehr darum, dass
alle relevanten Personen ihr individuelles ,KI-Kom-
petenzhaus® erhalten. Und dieses Gebaude besteht
aus unterschiedlichen Bausteinen.

Welche Bausteine dies sind, verdeutlicht das Bild
auf der rechten Seite. Je nach Risiko-Klasse, Use
Case und Rolle entstehen dann kleine bunte Haus-
chen, die bei jedem etwas anders aussehen.

Wichtig ist, dass die Kl-Verordnung vorsieht, dass
bei KI-Systemen jeder Risiko-Klasse auf die Ver-
mittlung von ausreichend Kl-Kompetenz zu achten
ist. Also auch bei solchen mit geringen Risiken,
denn gerade hier kann die falsche Bedienung dazu
fUhren, dass per se wenig riskante Kl plétzlich doch
kritisch wird.

Zusammengefasst lasst sich sagen, dass es ein
sehr wichtiges und zudem recht individuell zu I6sen-
des Thema ist. Aber wenn man die richtigen Klotz-
chen kennt, kann man auch jedem das passende
Hauschen bauen — und lediglich bei Hochrisiko-KI
kommt dabei auch mal die Notwendigkeit fur ein
Kompetenz-Hochhaus heraus.

Nachdem wir nun eine wichtige Grundaufgabe
fiir alle Akteure kennengelernt haben, geht es
im nachsten Schritt um den Kl-Lebenszyklus.

Doch zuerst merken wir uns:

Kil-Kompetenz = buntes Haus

Ro.ﬁ'e &
Aufgaben

Strategie &
Prozesse =%

Uber KI
reden kdnnen

/ Mein Haus
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Konformitats-

Konzeption & bewertung

Entwicklung

Betrieb &

Inverkehr- Monitoring

bringung

Modifikation Abschaltung
& Updates ¥ & Riicknahme

PFLICHTEN: ABHANGIG VON RISIKO-KLASSE, ROLLE UND LEBENSZYKLUS

Was muss man Uber die konkreten Pflichten wis-
sen, die sich aus der Kl-Verordnung ergeben? Vor
allem, dass sie von vielen verschiedenen Faktoren
abhangen. Eine wichtige Rolle spielt zum Beispiel
der Lebenszyklus eines Kl-Systems.

Der Begriff passt auch zum Symbol des Ei‘s, denn
das entwickelt sich ja Uber die Zeit auch weiter. Auf
dem Bild sehen wir typische Phasen der KI-Entwic-
klung. Und mancher Step, wie die Konformitatsbe-
wertung, betrifft z.B. nur Hochrisiko-KI-Systeme.

Andere Pflichten hangen dafir vom KI-Typ ab so-
wie der Rolle, die wir an den Hutchen erkennen.

Wichtig ist, dass wir Pflichten nicht als einma-
lige Anfangsaktivitat verstehen. Sie erstrecken
sich Uber den gesamten Lebenszyklus einer Kl! 50
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Fristen
beachten

FRISTEN UND SANKTIONEN

Der EU Al Act ist bereits in Kraft getreten. Doch
far einige Pflichten (wie z.B. flir Hochrisiko-KI) gibt
es noch Ubergangsfristen. Es gibt zudem einen
Schutz fur bereits bestehende KI-Systeme, die
nicht verandert wurden. Es muss also nicht alles
neu gemacht werden, was bereits erfolgreich ein-
gesetzt wird.

Nichts desto trotz ist wichtig, dass vorhandene Pfl-
ichten ernstgenommen werden! Insofern kann es
empfindlich teuer werden, wenn man sich nicht an
die Regeln halt. Und dass man dabei erwischt

wird, wenn man die Pflichten nicht umsetzt, ist gar
nicht so unwahrscheinlich:

Die Kl-Verordnung enthalt einen so genannten
Hinweisgeberschutz.

Ein solcher Hinweisgeber ist die Figur mit der
Trillerpfeife.

Durch sie kann einiges ans Tageslicht kommen,
wenn man versucht zu mogein.

Und wenn man mutwillig gegen ganz besonders
wichtige Pflichten verstof3t, dann kann ein KI-Sys-
tem auch vom Markt genommen werden ...

Also: Das Nichteinhalten von Pflichten ist kein
Kavaliersdelikt. Merken wir uns daher die Kas-
se, die Eieruhr und die Trillerpfeife!

B

Hinweis-
geber
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MERKEN WIR UNS ZU STATION SECHS - DEN PFLICHTEN:

@ JA, ES BESTEHEN PFLICHTEN FUR VIELE AKTEURE. WICHTIG IST JEDOCH, DAS THEMA KONTROLLIERT UND IN RUHE ANZUGEHEN!

@ BEACHTEN WIR, DASS ES RELEVANTE AUSNAHMEN GIBT: PERSONLICHE NUTZUNG, WISSENSCHAFT, VERPROBUNG UND OPEN SOURCE.
@ PERSONALISIERUNG VON KI-KOMPETENZ IST IMMER EINE WICHTIGE AUFGABE! MERKEN WIR UNS DAZU DAS KOMPETENZ-HAUS!

@ PFLICHTEN KONNEN ENTLANG DES GESAMTEN KI-LEBENSZYKLUS BESTEHEN. SIE SIND ALSO KEINE EINMALIGE AUFGABE!

@ MERKEN WIR UNS BEZUGLICH PFLICHTEN: DIE EIERUHR (FRISTEN), DIE KASSE (SAKTIONEN) UND DIE TRILLERPFEIFE (HINWEISGEBER)

NUN GEHT ES WEITER MIT STATION SIEBEN: DEN DATEN
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KLEINE DATENPERLEN-KUNDE

Data is the new Oil? Nein: Daten sind Perlen! Denn
es gibt sie in ganz unterschiedlicher Form und
Farbe. Und zudem gibt es sie auch in variierender
Qualitat. Gerade bei Kl ist die Qualitat der Perlen
besonders relevant.

Schauen wir zuerst auf die Korallenperlen, denn Kl-
Modelle sind Polypen oder Korallen. Dieser Da-
tentyp ist daher im Kl-Modell enthalten. Aber oft
etwas unstrukturiert. Anders daher die Perlen in der
Mitte: Sie sind System-Daten und strukturiert.

Und rechts? Das sind wertlose Kieselsteine. Von
denen gibt es mehr als einem lieb sein kann!

Wichtig ist, dass wir verschiedene Arten von
Daten von Beginn an unterscheiden: Korallen-
Perlen und System-Perlen! 54



ECHTE UND SYNTHETISCHE KORALLENPERLEN

Die Korallenperlen wurden mit groRem Auf-
wand in ein GPAI-Modell oder den einzelnen
Polypen eintrainiert. Dabei sind aber nicht
immer nur gute Daten integriert worden.

Nicht selten wurden auch Kiesel mit
eintrainiert. Sie sorgen daflur, dass in dem
Gewusel von Korallen-Perlen noch zusatz-
liche Unordnung entsteht. Und deshalb sind
die oft wilden Korallenperlen auch durchaus
mit etwas Vorsicht zu geniel3en!

Das Gleiche gilt fir synthetische Korallen-
perlen. Das sind Trainingsdaten, die klnst-
lich hergestellt wurden und ahnlich wie echte
Korallenperlen aussehen, aber z.B. blau,
griin oder gelb eingefarbt sind: Anders also
als echte Korallenperlen, die meist rot oder
beige sind. Die synthetischen Perlen sind
u.a. dann wichtig, wenn zu wenig echte
Perlen vorhanden sind. Sie sind hilfreich und
plausibel, aber eben nicht echt. Sie kdnnen
ein Modell daher auch verzerren.

Die Herkunft von Korallenperlen kann eben-
falls ein Problem sein: Weil sie z.B. aus ei-
nem Daten-Naturschutzgebiet stammen und
Urheberrechtsverletzungen bewirken.

Auch personliche Daten sollten mdglichst ni-
cht als Trainingsdaten integriert sein. Sie sind
nur unter grolem Aufwand wieder aus dem
Modell zu entfernen.

Wer eine Koralle oder ein Korallenriff in sein
Kl-System integriert, ist daher als nachge-
lagerter Anbieter (blaues Hutchen) auf Infor-
mationen des Anbieters der Koralle angewie-
sen (gelbes Hutchen): Welche Daten wurden
verwendet und wie eintrainiert? Der EU Al
Act hat diesbezugliche Transparenzpflichten
speziell fir Korallen sowie Korallenriffe und
deren Perlen definiert.

Ahnlich und doch anders ist es bei Hochrisi-
ko-KI: Hier mussen Qualitatskriterien fir Ko-
rallenperlen beachtet werden. Dabei sind u.a.
Verzerrungen zu prufen, die zu fehlerhaften
Outputs und damit zu Schaden fihren kon-
nen. Entlang des Lebenszyklus sind die Kor-
allenperlen immer wieder neu zu priufen: Es
konnten ja neue Kieselsteine dazugekommen
sein ... die gilt es zu finden und zu entfernen.

Merken wir uns:

Modelldaten = Korallenperien
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Erinnern wir uns an die drei Facher des Ei's:
In der Mitte die Intelligenz mit der Koralle. Die
haben wir mit den Korallenperlen auf der Sei-
te davor beschrieben.

Im unteren Fach sind es andere Perlen — kei-
ne aus Korallen, sondern aus Datenbanken,
also besonderen Schmuckkastchen fur Per-
len. Und die Perlen sind auch nicht so unre-
gelmaRig, sondern schon einheitlich und stru-
kturiert: Eben echte Perimutt-Perlen.

Auch diese Daten unterliegen bei Hochrisiko-
Kl strengen Qualitatspflichten. Nehmen wir
als Beispiel eine Kl, die Bewerber automati-
sch selektiert und im Hinblick auf die Eignung
bewertet. Hier kommen viele Daten aus einer
Datenbank, z.B.:

= Das Jobprofil als Anforderungsliste,

= die Priorisierung der Kriterien und

= sonstige Aspekte, die als besonders
wichtig oder ggf. auch negativ gelten.

Diese Daten sind keine Korallen-Perlen, die
im KI-Modell enthalten sind. Sie kommen aus
Datenbanken, die direkt an das System an-
gebunden sind.

ANGEBUNDENE SYSTEM-PERLEN

Andere Daten sind z.B. Fachinformationen
wie Gesetzestexte oder Formularvorlagen.
Sie erganzen die Daten im KI-Modell.

Gerade dann, wenn die exakte Wiedergabe
von Informationen von groRer Bedeutung ist,
sind System-Perlen namlich deutlich praziser
und zuverlassiger als Korallen-Perlen.

Aus regulatorischer Sicht besteht im Hinblick
auf System-Perlen jenseits von Hochrisiko-KI
auch viel Freiraum. Allerdings ist hier ein an-
deres Gesetz umso wichtiger: Die DSGVO
und damit der Schutz privater Daten. Diese
mussen mit Vorsicht und lI6schbar verwendet
werden. Befinden sich System-Perlen in ei-
ner Datenbank, lassen sie sich auch meist
gut Iéschen.

Im Hinblick auf die Akteur-Rollen muss bea-
chtet werden, dass ein Betreiber, der eigene
Daten so an das System anbindet, dass es
zu einer wesentlichen Veranderung fuhrt, sel-
bst zum (Quasi-)Anbieter werden kann.

Achten wir also auf den Unterschied:

Systemdaten = echte Perlen



KIESEL: DATENMULL UND SCHLECHTE PROMPTS

Nun ist es leider so, dass viele KI-Anwender
glauben, die beste Datenperlen zu besitzen.
Doch oft sind es nur Kiesel. Und wenn man
dem besten GPAI-Modell (mit feinsten Koral-
lenperlen) Kiesel als Eingabedaten liefert,
dann kommen auch keine Datenperlen als
Output heraus, sondern ebenfalls Kiesel.

Insofern gilt der englische Merksatz: ,Garba-
ge in garbage out: Wer Datenmull eingibt,
bekommt Datenmull zurtck. Und Kiesel sind
in diesem Sinne Datenmdull. Er kann auf un-
terschiedliche Art entstehen z.B.:

= Durch Tippfehler oder falsche Schreibwei-
sen in Systemdaten,

= durch fehlende oder falsche Werte in
Datensatzen, die nicht richtig behandelt
werden,

= durch veraltete oder schlecht strukturierte
Daten,

= durch falsche Vernetzung von Daten usw.

Besonders kritisch sind Fehler in trainierten
Daten, die z.B. bei einer HR-Software zu fal-
schen Vorurteilen filhren kénnen. Ahnlich bei
fehlerhaft trainierten medizinischen Daten.

Aber selbst wenn Trainings- und System-Da-
ten gut sind, so konnen die Eingabedaten
(also die Prompts) so schlecht sein, dass
unentwegt neuer Datenmdull entsteht.

Aus regulatorischer Sicht ist das alles durch-
aus von Relevanz, denn damit wird auch
deutlich: Das menschliche Verhalten und
fehlende Kl-Kompetenz sind oft dafur ver-
antwortlich, dass eine Kl schlechte und ggf.
auch riskante Ergebnisse liefert.

Und genau deshalb ist die Vermittlung von
Kl-Kompetenz so wichtig. Ein Element des
bereits skizzieten Kompetenz-Hauses ist
das Erlernen der richtigen Bedienung — und
zwar sowohl beim Trainieren, beim Anbinden
von Systemdaten und nicht zuletzt bei der
Formulierung von Eingabedaten.

Blicken wir nun auf die drei Daten-
Abfalleimer auf der linken Seite: Selbst
wenn wir Milltrennung fir Daten betrei-
ben, so bleibt Abfall doch immer Abfall

Merken wir uns:

Kiesel = Datenmull
57



OBACHT BEIM NACHTRAINIEREN UND BEI FINETUNING MIT KORALLENPERLEN

Werden spezifische Kl-Modelle oder GPAI-Modelle
vom Betreiber nachtrainiert oder erfolgt ein Fine-
tuning von Inhalten, dann besteht die Gefahr, dass es
zum Rollenveranderung kommt. Links ist die normale
Rollenverteilung: Der Anbieter hat den orangen Hut,
der Betreiber den roten.

Standard

In der Mitte flUgt der Betreiber dem GPAI-Modell
Korallenperlen zu. Damit wird das System als
Ganzes wesentlich verandert. Er bekommt einen
zusatzlichen orangen Hut. Er ist neben dem Erst-
anbieter zum Quasi-Anbieter des GPAI-Systems als
Ganzem geworden. Wir haben also zwei Anbieter.

wesentliche
Veranderung

Variante drei ist besonders: Bei Hochrisiko-KI erfolgt
bei einer wesentlichen Anderung ein vollstandiger
Rollentausch. Hier kann es nur noch einen Anbieter
geben: Das ist jetzt der Betreiber, der durch das
Finetuning zum finalen Anbieter geworden ist. Also:

Obacht beim Nachtrainieren oder bei Finetuning!

Hoch-
Risiko-KI




vertraulich

streng
vertraulich

DER RICHTIGE UMGANG MIT DATEN IST IMMER WICHTIG

Die Kl-Verordnung geht insbesondere an zwei Stellen
naher auf Daten und den Umgang mit ihnen ein:

= Bei Hochrisiko-KI ist eine Daten-Governance ex-
plizit geregelt.

= Hinzu kommt die Vertraulichkeit von Behorden,
wenn sie Daten von Akteuren Uberprifen.

Den ersten Punkt sollte man als Anbieter bzw. Be-
treiber auch dann beachten, wenn ein KI-System zur
mittleren oder geringen Risiko-Klasse zahlt. Zwar

kann in diesem Fall keine Sanktion bei einem Ver-
stol} verhangt werden, es gibt aber generelle Sorg-
faltspflichten, die auch ohne den EU Al Act bestehen.
Hinzu kommt die Datenschutzgrundverordnung, die
immer zu beachten ist.

Es ist daher generell zu empfehlen, die Qualitat von
Trainingsdaten genau zu kontrollieren (Nr. 1) und
diese auch fortwahrend zu dokumentieren.

Auch die Genauigkeit und Aktualitdt von Systemda-

ten sollte laufend kontrolliert im Hinblick auf Vertrau-
lichkeit klassifiziert werden (Nr. 2): Sie werden vom
KI-Modell verarbeitet und gelangen so ,nach aufen®.

Besondere Vorsicht ist bei personenbezogenen Da-
ten angesagt (Nr. 3). Sie mussen loschbar sein, und
ihre Verwendung ist sorgfaltig zu protokollieren!

Also: Egal bei welcher Risiko-Klasse — der sorg-
faltige Umfang mit Daten ist immer von Bedeu-

tung. 59



MERKEN WIR UNS ZU STATION SIEBEN - DEN DATEN

@ ZU DIFFERENZIEREN SIND DIE MODELLDATEN (KORALLENPERLEN) UND DIE DATEN DES KI-SYSTEMS (SYSTEM-PERLEN)!

@ NACHGELAGERTE ANBIETER (BLAUES HUTCHEN) HABEN ANSPRUCH AUF TRANSPARENZ BEZUGLICH DATEN VON GPAI-MODELLEN.
@ SYSTEMDATEN (ECHTE PERLEN) KOMMEN AUS DATENBANKEN. IHRE QUALITAT MUSS BEI HOCHRISIKO -KI GENAU GEPRUFT WERDEN.
@ KIESELSTEINE SIND SCHLECHTE DATEN: EGAL OB BEIM TRAINING FUR KI-MODELLE, ALS SYSTEM-DATEN ODER ALS EINGABEDATEN.

@ NACHTRAINIERN UND FINETUNING KONNEN ZU ROLLENTAUSCH FUHREN. BEI NUTZUNG VON DATEN IST IMMER SORGFALT ANGESAGT!

BEGINNEN WIR NUN MIT EINER KURZEN WIEDERHOLUNG
DANN FOLGEN VERTIEFUNG & ANWENDUNG
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ZUERST ZUR VERTIEFUNG DER NORMEN

Auf den folgenden funf Seiten werden die Normen
des EU Al Acts zu verschiedenen Symbolen vor-
gestellt. Die Normen sind so verlinkt, so dass sie in
einem Browser direkt gedffnet und nachgelesen
werden kdnnen.

Zu beachten ist, dass viele Definitionen in Art. 3 EU
Al Act enthalten und mit Nummern versehen sind.
Die Vorschrift fur “KI-Modell mit allgemeinem Ver-
wendungszweck® (= GPAI-Modell) lautet z.B. Art. 3

Nr. 63 EU Al Act. Nach dem Aufrufen des Links von
Art. 3 EU Al Act muss daher im Artikel bis zur ent-
sprechenden Ziffer hinuntergescrollt werden.

Das Lesen der Normen im Original empfiehlt sich
nicht nur fur Juristen: Die fachlich oft sehr anspru-
chsvollen Formulierungen offenbaren, wie schwer
es ist, hoch dynamische Kl-Themen zeitlos zu be-
scheiben. Die Verwendung einer Vielzahl unbestim-
mter Rechtsbegriffe ist daher fast unvermeidlich.

Auch die Art, wie z.B. die Risiken strukturiert sind,
ist aufschlussreich. Unmittelbar rechtlich geregelt
sind z.B. nur die Hochrisiko-Themen, darunter die
Voraussetzungen und Pflichten. Mittlere und gerin-
ge Risiken sind nicht explizit geregelt. Sie ergeben
sich aber aus der Systematik der KI-Verordnung.

Die Vertiefung der rechtlichen Normen sollte
auf jeden Fall erfolgen, damit wichtige Artikel
der Kl-Verordnung bekannt sind.
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O 8. VERTIEFUNG - KI-SYSTEM, GPAI-MODELL UND AKTEURE

A1

B1

C1

D1

A2

Normen im EU Al Act

A1) KI-System (generell):
* Art.3Nr. 1 EU AI Act
Link zur Norm

A2) GPAI-System (allgem. Verwendungszweck):

 Art. 3Nr.66 EU Al Act
Link zur Norm

B1) Anbieter u. Betreiber (allgemein):
* Art. 3Nr.3 &Nr. 4 EU Al Act
Link zur Norm

B2) Anbieter u. Betreiber (GPAI-System):
e Art. 3Nr.3&Nr. 4 EU Al Act
Link zur Norm

C1) KI-Modell (allgemein):
* Keine Definition

C2) GPAI-Modell (allgem. Verwendungszweck):

e Art. 3Nr.63 EU Al Act
Link zur Norm

D1) Anbieter (nachgelagert):
* Art. 3Nr.3 &Nr.68 EU Al Act
Link zur Norm

D2) Anbieter (GPAI-Modell & nachgelagert):
e Art. 3Nr.3&Nr.68 EU Al Act
Link zur Norm

Erlauterung

Die KI-Verordnung differenziert zwei Arten von Ki-
Systemen: Das generelle KI-System (meist spezifisch)
und das GPAI-System (KI-System mit allgemeinem
Verwendungszweck). Fur beide gibt es jeweils eigene
Legaldefinitionen.

Die Rollen von Anbieter und Betreiber sind fir beide
KlI-System-Varianten gleich. Die farbliche Trennung ist
gleichwohl sinnvoll: Pflichten i.S.v. Art. 50 EU Al Act
betreffen z.B. oft GPAI-Systeme. Hochrisiko-Pflichten
dagegen haufiger spezifische KI-Systeme.

Wichtig ist: Fir die KI-Modelle von spezifischen KI-
Systemen gibt es keine Legaldefinition. Dies ist u.a.
dem technologieneutralen Ansatz der KI-Verordnung
geschuldet. Daher bezieht sich die Definition fir GPAI-
Modelle auch explizit auf die Vielseitigkeit.

Die Rolle des Anbieters ist nur fir GPAI-Modelle
definiert. Gleichwohl gibt es fiir beide Modellvarianten
(spezifisch und allgemeiner Verwendungszweck) den
nachgelagerten Anbieter. Dieser ist u.a. im Rahmen
der KI-Wertschopfungskette von Bedeutung.
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Normen im EU Al Act

E) Verbotene Praktiken:

+ Art. 5EU Al Act
Link zur Norm

» Konkretisierend: Anhang I
Link zu Anhang Il

F) Hochrisiko-KI:

+ Art. 6 EU Al Act
Link zur Norm

+ Konkretisierend: Anhang I/ 1lI
Link zu Anhang I, Link zu Anhang IlI

* Pflichten ab Art. 8 u. ab Art. 71 ff. EU Al Act
Link zur Art. 8; Link zur Art. 71;

G) KI mit mittleren Risiken:

* Keine Definition fir mittlere Risiken

* Aber Transparenzpflichten flr Anbieter u. Betreiber
von GPAI-Systemen

+ Art. 50 EU Al Act

e Link zur Norm

H) KI mit geringen Risiken:
Keine Definition fur geringe Risiken

» Aber Pflichten fir Anbieter u. Betreiber zur
Vermittlung von Kl-Kompetenz

* Art.4und 3 Nr. 56 EU Al Act

e Link zu Art. 4, Link zu Art. 3

Erlauterung

Die verbotenen Praktiken werden grundsatzlich in Art.
5 EU Al Act geregelt. Die besonderen Auflagen fur
staatliche Akteure sind in Anhang Il enthalten. Dieser
Anhang gilt also nur fiir die ,Krokodile®. Nicht fur die

» 1-Rex-Verbote“. Letztere sind immer verboten, ben-
tigen daher auch keine (strafrechtlichen) Ausnahmen.

Hochrisiko-KI hat mehrere Varianten: Solche, die in
Bezug auf Produkte in Anhang | aufgelistet sind und
weitere Use Cases, die in Anhang lll konkretisiert
werden. Die Pflichten ergeben sich aus den Art. 8 ff.
EU Al Act sowie aus Art. 72 ff. EU Al Act. Wichtig ist,
dass Hochrisiko-KlI eine Konformitatserklarung bend-
tigt (Art. 47 i.V.m. Anhang V).

Zu beachten ist, dass die mittlere Risiko-Klasse nicht
explizit als solche im EU Al Act erwahnt wird. Aus Art.
50 ergibt sich aber ihre Existenz. Darin werden
unterschiedliche Pflichten fir ,bestimmte* KI-Systeme
vorgeschrieben. Dies sind meist GPAI-Systeme.
Wichtigste Pflichten sind die Transparenzpflichten von
Art. 50 und die Vermittlung von KI-Kompetenz, Art. 4.

Ahnlich auch hier: Diese Risiko-Klasse wird auch nicht
explizit in der KI-Verordnung als solche benannt. Sie
ergibt sich aber aus der Vorschrift von Art. 4.
Demnach ist bei allen Kl-Use-Cases ausreichend Kl-
Kompetenz zu vermittelt — also auch bei KI-Systemen
mit geringen Risiken. Erfolgt dies nicht, kann es eine
Sorgfaltspflichtverletzung darstellen.
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O 8. VERTIEFUNG — AKTIVITATEN

Normen im EU Al Act

1) Inverkehrbringen:

* Art. 3Nr.9 EU Al Act
Link zur Norm

» Erweiterung um Definition fiir die Bereitstellung
auf dem Markt, Art. 3 Nr. 10

« gilt fur KI-Systeme/GPAI-Systeme
als auch fur GPAI-Modelle

J) Inbetriebnahme:
* Art. 3Nr. 11 EU Al Act
Link zur Norm
o gilt nur fir KI-Systeme/GPAI-Systeme

K) Zweckbestimmung:

« Art. 3Nr. 12 EU Al Act
Link zur Norm

* Art. 3Nr. 11 EU Al Act
Link zur Norm

» Bezug fir Hochrisiko-Kl u.a. bei Art. 7, 8, 10
und 25 EU Al Act

* Relevanz ggf. auch fir Anbieterwechsel

Erlauterung

Das Inverkehrbringen ist ein Prozess, der von
Anbietern eines KI-/GPAI-Systems oder eines GPAI-
Modells ausgefiihrt wird. Wichtig ist das Bereitstellen
am Markt, das erganzend zur Definition in Art. 3 Nr. 9
in Nr. 10 geregelt ist. Danach reicht bereits die Uber-
gabe an den Vertrieb aus, um die Inbetriebnahme zu
bewirken. Die entgeltliche oder unentgeltliche Bereit-
stellung muss im Rahmen einer Geschéftstatigkeit
erfolgen.

Die Inbetriebnahme steht in direktem Zusammenhang
mit der Betreiberrolle, die durch die Inbetriebnahme
begrindet wird: Entweder beim Anbieter, wenn dieser
selbst ein KI-/GPAI-System in Betrieb nimmt oder
durch Ubergabe des Systems an einen Dritten, der
dadurch Betreiber wird. Der “Erstgebrauch” ist dabei
die Schwelle, ab der das System in einem realen Kon-
text wirksam betrieben wird. Pflichten aus der Zweck-
bestimmung sind ab diesem Zeitpunkt zu beachten

Die Zweckbestimmung ist in mehrfacher Hinsicht von
Bedeutung: Zunachst bezieht sie sich auf die
Inbetriebnahme eines KI-Systems ,entsprechend der
Zweckbestimmung®. Wird ein KI-System jenseits von
ihr betrieben, kann dies u.a. dazu fiihren, dass sowohl
die Risiko-Klasse neu beurteilt werden muss, aber
auch, dass ein Betreiber durch die modifizierte Zweck-
bestimmung bzw. Nutzung selbst zum Anbieter wird.
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o 8. VERTIEFUNG - RISIKO-KLASSEN

Normen im EU Al Act

L) Trainingsdaten von GPAI-Modellen:

* Art. 3Nr. 63 EU Al Act
Link zur Norm

» Transparenzpflichten, Art. 53 EU Al Act
Link zur Norm

* Bei Hochrisiko: Art. 10 u. Art. 72 EU Al Act
Link zu Art. 10; Link zu Art. 72

M) System-Daten:

» Art. 3Nr. 29 ff. EU Al Act
Link zur Norm

* u.a. Trainingsdaten, Validierungsdaten,
Eingabedaten, personenbezogene Daten

* Bei Hochrisiko: Art. 10 u. Art. 72 EU Al Act
Link zu Art. 10; Link zu Art. 72

N) Schlechte Daten:

+ Keine Definition

» Bei Hochrisiko: Art. 10 u. Art. 72 EU Al Act
Link zu Art. 10; Link zu Art. 72

» Aber: Allgemeine Sorgfaltspflicht fir alle
beachten

Erlauterung

Die KI-Verordnung erwahnt Trainingsdaten fir GPAI-
Modelle in Art. 3 Nr. 63 eher indirekt. Diese Daten sind
meist sehr umfangreich (,gro3e Menge*) und ermég-
lichen einen allgemeinen Verwendungszweck. Ins-
besondere bei lokal genutzten oder auf VPS genutzten
GPAI-Modellen kann ein Nachtrainieren erfolgen. Das
Nachtrainieren fuhrt aber (anders als bei KI-Systemen)
nicht zur Quasi-Anbieterschaft eines GPAI-Modells. Zu
beachten sind die Transparenzpflichten v. Art. 53

Im Hinblick auf System-Daten differenziert die Kl-
Verordnung verschiedene Typen. So kann z.B. bei
einem KI-System dessen internes Kl-Modell trainiert
werden. Dann ist dieses KI-Modell jedoch system-
bezogen. Werden z.B. Nutzerpraferenzen in einer
Datenbank gespeichert, sind dies i.d.R. keine Trai-
ningsdaten, sondern auf Eingabedaten beruhende
personenbezogene Daten. Sie werden oft in einer
Datenbank gespeichert und sind i.d.R. Idschbar.

Schlechte Daten werden nicht explizit als solche
bezeichnet. Weder bzgl. der KI-Modelle, noch im
Hinblick auf Systemdaten. Die Datenqualitat ist aber
u.a. Teil von Art. 10 fiur Hochrisiko-Systeme. Sie ist
z.B. bei der Annotation u. der Bereinigung wichtig.
Wesentlich ist, dass die Datenqualitat als grundsatz-
liche Sorgfaltspflicht fiir alle KI-Systeme zu beachten
ist, also nicht nur bei Hochrisiko-KI. Dort kann das
Nichtbeachten jedoch sanktioniert werden.
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8. VERTIEFUNG — MONITORING, STORFALLE & KODIZES

.

Normen im EU Al Act

O) Monitoring nach dem Inverkehrbringen

Pflicht nach Art. 72 EU Al Act

Link zur Norm

bei Hochrisiko: Art. 10 u. Art. 72 EU Al Act
Link zu Art. 10

beftrifft primar Anbieter

potenzielle allgemeine Sorgfaltspflicht

P) Meldung schwerer Vorfalle:

Pflicht Art. 73 EU Al Act bei Hochrisiko
Link zur Norm

Definition v. schwerwiegend: Art. 3 Nr. 49
Link zu Art. 3

betrifft Anbieter und Betreiber

Q) Freiwillige Verhaltenskodizes:

Forderung nach Art. 95

Link zu Art. 95

Freiwillige Ubernahme von Pflichten fir
Hochrisiko-KI auch fiir mittlere u. geringe
Risiko-Klasse

Erlauterung

Anbieter von Hochrisiko-KI-Systemen missen tber
ein System zur Uberwachung nach dem Inverkehr-
bringen verfliigen (Art. 72). Es wertet relevante Daten
regelmaRig aus und dokumentiert diese (vgl. Art. 10) .
Auch o6ffentliche Daten zu (neuen) Risiken sind
auszuwerten. Diese Pflicht kann in reduziertem
Umfang auch als allgemeine Sorgfaltspflicht fur KI-
Systeme aller Risiko-Klassen interpretiert werden.

Die Pflicht zur Meldung schwerer Vorfalle ist sowohl
fur Anbieter als auch Betreiber von Hochrisiko-KI-Sys-
temen zu beachten. Was ein schwerer Vorfall i.S.v.
Art. 73 ist, wird in Art. 3 Nr. 49 naher definiert. Es sind
Gefahren fir Gesundheit, kritische Infrastrukturen,
Grundrechte sowie schwere Sach- und Umwelt-
schaden. Zu beachten ist, dass die Meldepflichten an
Fristen gebunden sind — auch fir MalRnahmen der
Meldebehorden.

Aus Art. 95 I&sst sich der Rickschluss ziehen, dass
auch bei KI-Systemen der mittleren und geringeren
Risiko-Klassen die Anforderungen fir Hochrisiko-KI
von Relevanz sein kénnen. Freiwillige Anwendung
bedeutet, dass ein Unterlassen nicht sanktioniert wer-
den kann. Zugleich wird verdeutlicht, dass diverse
Risiken von Hochrisiko-KI genereller Natur sind.
Entsprechende Vorkehrungen kdnnen daher auch als
allgemeine Sorgfaltspflicht interpretiert werden.

68


https://artificialintelligenceact.eu/de/article/72/
https://artificialintelligenceact.eu/de/article/10/
https://artificialintelligenceact.eu/de/article/73/
https://artificialintelligenceact.eu/de/article/3/
https://artificialintelligenceact.eu/de/article/95/

O 8. VERTIEFUNG - BEISPIELSFALL #1

Browse models

gpt-5-mini

OPENAI: EIN REALER BEISPIELSFALL

Nachfolgend wird ein Fall skizziert, der in der Praxis

haufig vorkommt:

Unternehmen U méchte einen eigenen Chatbot
im Intranet betreiben.

U lasst von der Software-Firma S ein Inter-
aktionsinterface fur den Chatbot erstellen, das im
Intranet integriert werden kann.

Fragen von Mitarbeitern zu Fachinhalten von U's
Business und vielen weiteren Themen sollen
uber das Interface beantwortet werden.

= Die fir den Chatbot erforderlichen Kl-Services

bezieht U mit eigener Lizenz direkt bei OpenAl.
S entscheidet sich fur zwei Kl-Services: Ein
Large Language Model sowie einen Kl-Service,
der Fundstellen im Internet berticksichtigt (gpt-5
und gpt-4o-search-preview).

S erstellt nur die Interaktionsoberflache und ver-
bindet diese mit den fir U lizensierten Services.
Beide KI-Services werden mit dem gleichen API-

Key von OpenAl an den Chatbot angeschlossen.

gpt-5-nano

Nun stellt sich die Frage, wie die Kl-Services im
Sinne der Kl-Verordnung zu bewerten sind, und
welche Rollen die Akteure diesbezuglich haben.

Werfen wir dazu zunachst einen Blick auf die
Website von OpenAl, um die von U genutzten
Kl-Services naher zu priifen.

OpenAl ist ein Beispielanbi-
eter. Es geht um das Prinzip.
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o 8. VERTIEFUNG - BEISPIELSFALL #2

KI-SYSTEM ODER GPAI-MODELL?

OpenAl bietet ebenso wie google, Antrophic oder Mistral auf
seiner Plattform viele verschiedene Kl-Services an. Diese re- - Models
mote-Services werden auf den Plattformen haufig nur als
“‘Models” bezeichnet. Dies ist in den USA kein Problem, aber

» Promoguanas
Zp rurve dlsoibabiso mers

The semeader. con undrestiand and 'generate tafturailanguage.

in Sinne der KI-Verordnung potenziell irreflhrend. : Model description
Remote angeboten werden in undifferenzierter Form: el i
) EV)| OPT 4 Turtoo iy Cleal Lssed
= KI-Systeme i.S.v. Art. 3 Nr. 1 EU Al Act, ES e

» GPAI-Modelle i.S.v. Art. 3 Nr. 63 EU Al Act, g s oo
= GPAI-Systeme i.S.v. Art. 3 Nr. 66 EU Al Act.

Nur wer entsprechende Angebote zutreffend einstuft, kann -
die rechtlichen Folgen korrekt bestimmen: AR . : )

Migioalia miwon whio greentisip

= Die Rollen (Akteur, Betreiber, Nutzer), B B8 fe::g:m.a..ng
» die Risikoklassen (Verbot, High-, Medium, Low-Risk) '
= sowie die Pflichten, Sanktionen und Fristen.

16Upa graventting

3 Te
} eal gonendlng
v doy

Verwenden wir nun die Symbole des Playbooks, um den
Fall anschaulich zu l6sen. Es geht um zwei Services: Ein
Large Language Model und einen Internet-Suchservice:

= Im Fall ist das Large Language Model ,,gpt-5*
= Der Websearch-Service ist ,,gpt-4o-search-preview*.

Link zu den openAl-Services: https://platform.openai.com



https://platform.openai.com/

O 8. VERTIEFUNG - BEISPIELSFALL #3

gpt-4o-
search-preview

Hi there!

DER CHATBOT VON INNEN

U‘s Chatbot ist ein GPAI-System, da dieser
far viele verschiedene Zwecke genutzt wer-
den kann. Daher ist das Symbol ein buntes
Ei. So wie es auf Seite 21 erklart wurde.

= Es enthalt ein Interaktionsinterface. Hier
als Laptop im oberen Fach dargestellt. Im
Interface kdonnen User den Kl-Service
wahlen: Entweder ein Large Language
Model (gpt-5) oder einen Web-Suchservice
(gpt-4o-search-preview). Die Nutzer-
Oberflache bleibt dabei immer gleich.

= |Im mittleren Fach — der Intelligenz — entha-
It das EIl daher rechts ein GPAI-Modell
(hier das Symbol fur das LLM gpt-5)

= Links enthalt das mittlere Fach ein GPAI-
System. Es wird ebenfalls remote Uber
einen API-Key angebunden.

= Dieses GPAI-System ist der Web-
Suchservice gpt-4o-search-preview. Erist
unten links noch einmal genauer als
separates buntes Ei dargestellt:
= Es enthalt in der Mitte eine bunte

Koralle, namlich das GPAI-Modell ,40".
= Hinzu kommt oben im oberen Fach eine
Schnittstelle, damit es Suchanfragen

des Chatbots erkennen und beantwor-
ten kann. Hier dargestellt als eine kleine
Platine.

= Am wichtigsten ist jedoch das unterste
Fach: Es enthalt die Anbindung von
Suchdaten aus dem Internet (google,
bing, yahoo). Damit kdnnen z.B.
aktuelle Realtime-Outputs erfolgen, die
gpt-4o mit den Modell-Daten vermengt.

= Somit kommen die Antworten auch nicht
mehr nur aus einem GPAI-Modell, son-
dern aus einem GPAI-System im GPAI-
System (Matrjoschka-Prinzip, Seite 16).

Der Chatbot enthalt in der Regel noch einen
Speicher fur die Sessions. Zudem sind Fach-
daten angebunden. Beides wird durch die
Schatulle im unteren Fach symbolisiert.

Das Besondere ist hier, dass das linke Ei
auf dem Portal von OpenAl als ,,Modell*
bezeichnet wird, obwohl es faktisch ein
»System“ im Sinne der Kl-Verordnung ist.

Dies wirkt sich auf die mit dem Chatbot
verbundenen Akteur-Rollen und die sich
daraus ergebenden Pflicht aus!
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O 8. VERTIEFUNG - BEISPIELSFALL #4

OpenAl

gpt-4o-
search-preview gpt-5

gpt-4o-
search-preview

gpt-5

Chatbot

Chatbot

DIE VERTEILUNG DER ROLLEN

Zunachst zur Rolle von S. Als Software-Die-
nstleister hat S nur die Interaktionsoberflache
erstellt — ohne selbst Lieferant der Intelligenz
zu sein. S hat damit keine Rolle i.S.d. Kl-Ver-
ordnung. S ist lediglich Dienstleister von U.

U hat die Rollen als Anbieter und Betreiber
des Chatbots (Art. 3 Nr. 3 & 4, orange/rot). U
hat den Chatbot z.T. entwickeln lassen und
durch Verwendung eigener API-Key zusat-
zlich den Chatbot auch noch mit erstellt. Erst
durch Anbindung eines Intelligenz-Service
(remote) entsteht im Fall der Chatbot als ein
GPAI-System (Art. 3 Nr. 1, & Nr. 66).

U hat den Chatbot in Verkehr gebracht und
zudem in eigener Verantwortung in Betrieb
genommen (Art. 3 Nr. 9 - 11).

Dass der Chatbot zwei unterschiedliche KiI-
Services nutzt (einmal LLM, einmal Such-
Service) andert nichts. Es fihrt aber dazu,
dass U im Hinblick auf das LLM nach-
gelagerter Anbieter i.S.v. Art. 3 Nr. 68 ist
(blau) und damit gegenuber OpenAl einen
Anspruch auf Transparenz bzgl. des LLM hat
(hier gpt-5). Dieser Anspruch besteht nicht im
Hinblick auf den Suchservice!

Schauen wir nun auf die linke Seite des Re-
gals: OpenAl bietet sowohl den Suchservice
gpt-4o-search-preview (Ei) als auch das LLM
gpt-5 (Koralle/Korallenriff) an.

» Bezlglich des Suchservice ist OpenAl
sowohl Anbieter als auch Betreiber von
gpt-4o-search-preview.

= Und im Hinblick auf das LLM (gpt-5) ist
OpenAl zusatzlich Anbieter.

Kommen wir nun zu den Learnings, die sich
aus dem Fall ergeben:

= Es kommt nicht darauf an, wie Kl-Services
benannt werden (z.B. als Model), sondern
auf den tatsachlichen Charakter.

= Man muss als Anbieter/Betreiber selbstan-
dig beurteilen, welchen Charakter KI-Ser-
vices haben, die man integriert.

* Die Darstellung mit den Symbolen kann
helfen, ahnlich klingende Begriff klar er-
kennbar abzugrenzen!

Das Beispiel zeigt: Die Verwendung von
plakativen ,serious play“ Methoden hat
einen ernsthaften und praxisbezogenen
Hintergrund!
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O 8. VERTIEFUNG — SKRIPT: GRUNDWISSEN KI-RECHT

NUN ZU INHALTEN UND RANDNUMMERN DES SKRIPTS

Im Skript Grundwissen Kl-Recht werden viele wi-
chtige Aspekte der zuvor dargestellten Themen in
rechtlich vertiefender Form dargestellt.

Die rechtliche Vertiefung ist selbst im Hinblick auf
eine endgultige Bewertung von Sachverhalten wie
dem zuvor geschilderten Beispielsfall wichtig. Fur
den individuellen Einzelfall gilt das erst Recht, denn
dieser muss mit dem ,klassischen juristischen We-
rkzeugkoffer gelést werden.

Nachfolgend werden einige Beispiele aus dem
Skript skizziert, um den Bezug zwischen Playbook
und Skript zu verdeutlichen.

Dabei sollte betont werden, dass das Skript auch
ein Nachschlagewerk ist, in dem man spezifische
Themen bearbeitet, ohne gleich den gesamten In-
halt des Skripts lesen zu mUssen.

Insofern erfolgt auf den folgenden Seiten auch die
Angabe von Randnummern des Skripts, welche die

hier im Playbook verwendeten Symbole und sons-
tigen Inhalte durch Text, Prifungsschemata und
Ubersichten erganzen.

Exemplarisch dargestellt werden nachfolgend
finf Themenbereiche des Skripts, die im Kon-
text des Playbooks als besonders wichtig em-
pfunden werden.

zum Grundwissen-Skript:
http://lwww.grundwissen-ki-recht.de
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o 8. VERTIEFUNG — SKRIPT # 1

Kl-Modell

Kl-System

Rechnerische Einheit zur

Umfassendes maschinengestitztes

Neutraining weiterentwickeln

Definition Verarbeitung von Daten und Svstern mit autonomem Betrieb
Generierung von Ergebnissen yste aufonomem Betrie
Spezifische Aufgaben . . .

Fokus (Vorhersagen, Klassifikationen etc.) Erreichung verschiedener Ziele

e I . Umfasst mehrere Komponenten,

Komplexitat Teil eines groleren Systems darunter KI-Modelle

Interaktion mit . Kann direkt oder indirekt mit Nutzern
Indirekt . .

Nutzern interagieren

Adaptivitit Kann sich durch Updates und Ist adaptiv und kann sich an

verschiedene Situationen anpassen

KI-SYSTEME UND KI-MODELLE

Der im Playbook skizzierte Unterschied von einfarbigen mechanischem
Ei, buntem Ei, Polyp, Koralle und Korallenriff hilft bereits, wesentliche
Unterschiede verschiedener Varianten von KI-Systemen und Kl-Model-
len zumindest grob zu verstehen.

Der Beispielsfall macht aber auch deutlich, dass es im Einzelfall auf viele
Details ankommt. Erschwerend kommt hinzu, dass die Kl-Verordnung
zwar Kl-Systeme, GPAI-Systeme und GPAI-Modelle definiert — nicht
aber den Begriff des KI-Modells.

Diese Lucke systematisch und fachlich korrekt zu schlie3en, ist u.a. da-
durch mdglich, dass man sich die vergleichbaren Definitionen der OECD
oder der UNSECO fur KI-Modelle und KI-Systeme anschaut.

Diesbeziiglicher Lesetipp zu Station 2 & 3:

Das Skript thematisiert ab Randnummer 87 ausfihrlich, welche Bedeu-
tung die Unterscheidung von KI-Systemen und Kl-Modellen in unter-
schiedlichen Kontexten besitzt. Zum Beispiel bei der Frage, ob der
sachliche Anwendungsbereich der Kl-Verordnung erfullt ist.

Zu diesem Zweck stellt das Skript unter Randnummer 92 ein Prifungs-
schema fir KI-Systeme vor, das auf den diesbezuglichen Leitlinien der
EU beruht. Es verdeutlicht u.a., welche Kriterien der Definition von Art. 3
Nr. 1 zwingend zu beachten sind und welche Kann-Kriterien sind.

zum Grundwissen-Skript:
http://lwww.grundwissen-ki-recht.de
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o 8. VERTIEFUNG — SKRIPT # 2

Allzweck- medizinisches Kl-System arztliche
Ki-Modell Ki-Modell (MDR-Produkt) Nutzer
— — —
— — D
Vertrag Vertrag Vertrag

KI-WERTSCHOPFUNGSKETTE

In diesem Playbook wird die vielleicht wichtigste und mitunter anspruch-
vollste Thematik nur angedeutet: Es ist die Aufteilung von Rechten und
Pflichten in der KI-Wertschopfungskette.

Explizite Regeln fur diesbezigliche Verantwortlichkeiten finden sich da-
far in der KI-Verordnung insbesondere in Art. 25. Die dort getroffenen
Wertungen sind nicht nur aufsichtsrechtlich, sondern auch zivilrechtlich
und sogar strafrechtlich von Bedeutung: Pflichtverletzungen kénnen na-
mlich von jedem einzelnen Akteur erfolgen. Dies fuhrt u.a. zu Fragen der
Beweisbarkeit.

Diesbeziiglicher Lesetipp zu Station 4:

Das Skript erlautert ab Randnummer 453 u. 467 praxisrelevante Fragen
der Zurechnung und Verantwortung von Handlungen bzw. Unter-
lassungen in der KI-Wertschopfungskette. Hier insbesondere im straf-
rechtlichen Kontext. Dort gilt (anders als im Zivilrecht) der Grundsatz in
dubio pro reo — im Zweifel fur den Angeklagten.

Im Ergebnis kann aufgrund eine Ki-typische Beweisnot dazu fuhren,
dass im Zweifel niemand entlang einer komplexen KI-Wertschdp-
fungskette strafrechtlich zur Rechenschaft gezogen werden kann.

zum Grundwissen-Skript:
http://lwww.grundwissen-ki-recht.de
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o 8. VERTIEFUNG - SKRIPT # 3

>

>
>

—

Verbot, Art. 5 EU Al Act

" inakzeptable Risiken

Hochrisiko-KlI, Art. 6 EU Al Act
diverse Auflagen, Art. 9 ff EU Al Act

Mittlere Risiken
Transparenzpflichten, Art. 50 EU Al Act

geringe Risiken
nur KI-Kompetenz, Art. 4 EU Al Act

VERBOTS- & RISIKO-PYRAMIDE

Die verbotenen KI-Praktiken und die drei Risiko-Klassen bilden zusam-
men eine vierstufige Pyramide. Sie wird, entsprechend der links darge-
stellten Ubersicht, in vielen Fachveréffentlichungen zur Kl-Verordnung
auch auch als solche symbolisch dargestellt und entsprechend bezeich-
net.

Aufgrund der grof3en Verbreitung von immer leistungsfahigeren multi-
modalen KI-Chatbots, die nicht nur Texte generieren, sondern auch
Bilder und Videos in Deep-Fake-Qualitat erstellen konnen, ist die Kennt-
nis der Pflichten fur KI-/GPAI-Systeme der mittleren Risiko-Klasse beso-
nders wichtig.

Diesbeziiglicher Lesetipp zu Station 5:

Das Skript erlautert ab Randnummer 199 ausflihrlich die verschiedenen
Pflichten nach Art. 50 fir KI-Systeme der mittleren Risiko-Klasse. Dabei
ist einerseits zwischen generellen Kennzeichnungspflichten fir Kl und
besonderen Transparenzpflichten fur Deepfakes zu unterscheiden.

Wichtig ist aber auch, dass sich die Pflichten nach Art. 50 mal auf die
Anbieter und mal auf die Betreiber von KI-Systemen beziehen, die mit
Menschen interagieren oder besondere Fahigkeiten besitzen.

Davon abzugrenzen sind die Pflichten fur Anbieter von GPAI-Modellen
gegenuber nachgelagerten Anbietern. Diese werden u.a. unter den
Randnummer 187, 217 f. u. 315 ff. dargestellt.

zum Grundwissen-Skript:
http://lwww.grundwissen-ki-recht.de
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o 8. VERTIEFUNG - SKRIPT # 4

[ Kl und Recht ]
KI-Regulierung [ mittelbare Normierung J
KI-vO Zivilrecht Strafrecht O-Recht
(Rollen, Definitionen, (Vertrags-, Delikts-, (Kl-Straftaten, (Grundrechte,
Verbote u. Pflichten) Arbeitsrecht) Strafverfolgung) Verwaltungsrecht)

4

vertikale u. horizontale Wechselwirkung

DIREKTE U. MITTELBARE REGULIERUNG

Eine gelaufige Annahme ist, dass die Kl-Verordnung alles regelt, was
man als Anbieter oder Betreiber von KI-Systemen beachten muss. Dies
ist nur bedingt zutreffend:

» Die Kl-Verordnung enthalt spezifische Definitionen, Regeln und
Pflichten. Werden die bestehenden Pflichten nicht eingehalten, dann
sind Sanktionen mdglich (z.B. bei einer Hochrisiko-KI).

= Fur ein KI-System der mittleren oder geringen Risikoklasse sind aber
ebenfalls Sorgfaltspflichten zu beachten. Werden diese nicht beachtet,
kann zwar keine Sanktionierung erfolgen. Es ist aber moglich, dass im
Fall eines Schadens Haftungsanspriche entstehen, weil allgemeine
Sorgfaltspflichten nicht eingehalten wurden.

Diesbeziiglicher Lesetipp zu Station 6:

Im Skript wird unter Randnummer 23 ff. dargestellt, dass eine Wechsel-
wirkung von Kl-Verordnung und den allgemeinen Gesetzen besteht.

Die Randnummern 388 ff. widmen sich dabei den Fragen deliktischer
Haftung. Hier ist zu beachten, dass die Verletzung von Normen der KI-
Verordnung einerseits eine Schutzgutverletzung i.S.v. § 823 1| BGB dar-
stellen kann. Es kann aber auch im Fall einer allgemeinen Sorgfalts-
pflichtverletzung eine Haftung nach § 823 | BGB in Betracht kommen.

zum Grundwissen-Skript:
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8. VERTIEFUNG - SKRIPT # 5

BEACHTUNG VON SORGFALTSPFLICHTEN

Oft unterschatzt wird die (mittelbare) Indizwirkung, die spezifische Sorg-
faltspflichten z.B. fur Hochrisiko-KI auch flr alle anderen Risiko-Klassen
haben kann. Fallt z.B. eine Kl aufgrund einer Bereichsausnahme nicht
unter die Kl-Verordnung, dann bedeutet das nicht, dass man keine Sorg-
faltspflichten zu beachten hat.

* Explizite Pflichten aus Kl-Verordnung *

(ua. Art. 4, 9, 50, 53, 73 EU Al Act) Welche Sorgfaltspflichten generell im Hinblick auf KI-Systeme zu be-
zunehmend mit hoherer Risiko-Klasse achten sind, lasst sich u.a. im Ruckschluss aus den explizit im EU Al Act
verankerten Pflichten entnehmen.
** Spezielle Sorgfaltspflichten ** Diesbeziiglich stationsiibergreifender Lesetipp:
(u.a. DSGVO, ProdHG, UrhG, KUG, ArbSchG, spezifische Gesetze) ] L L .
fiir Kl in spezifischen Anwendungsbereichen Diese u.a. unter Randnummer 407 und 580 skizzierte Thematik ist in

der Praxis deshalb von grofRer Bedeutung, weil sich Sorgfaltspflichten

dynamisch verandern kénnen.
*** Allgemeine Sorgfaltspflichten ***

(Verkehrssicherungspflichten, ggf. auch Pflichten der KI-VO bei Bereichsausnahmen) Anbieter und Betreiber sind durchaus angehalten, sich rege|mé|3ig da-
gelten fir JEDES KI-System o. GPAI-Modell .. . . .. .
ruber zu informieren, welche Risiken von KI-Systemen ausgehen kon-
nen, fur die sie Mitverantwortung tragen. So kénnen neue Warnungen
oder Verodffentlichungen zu bislang unbekannten Risiken zur Notwendig-
keit flhren, GegenmalRnahmen zu treffen — ganz egal, welcher Risiko-
Klasse ein KI-System angehort.

Da sich KI-Systeme haufig weiterentwickeln und auch laufend neue Er-
kenntnisse bezlglich der Risiken entstehen, muss gepruft werden, wel-
che Sorgfaltspflichten zu welchem Zeitpunkt zumutbar (gewesen) sind.

zum Grundwissen-Skript:
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Hinweis:
Das Bild auf der vorherigen Seite zeigt die Sicherheitstafel einer Baustelle.

Das Original befindet sich an einer neu zu erstellenden Autobahnbricke fur die A8.

Nach Fertigstellung des Skripts “Grundwissen KI-Recht” wurde der Autor

bei einer E-Bike-Tour auf die in der Tafel verwendete Symbolsprache aufmerksam.

Sie ist flr Bauarbeiter unterschiedlicher Herkunft in ahnlicher Form verstandlich.
Es war der Geburtsmoment fur die Idee der Symbolsprache dieses Playbooks.
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